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PREFACE

The Pacific Rim countries are undergoing rapid social and economic change. Advanced computing
technologies, particularly artificial intelligence, offer the potential to greatly benefit these societies.
This conference will focus on Al technologies and applications in areas of social and economic im-
portance for countries in the Pacific Rim, particularly those of value to the host country and its
neighbours.

It has been an honor and a pleasure to organize the program for the Third Pacific Rim International
Conference on Artificial Intelligence to be held at Friendship Hotel in Beijing, China, during August
15-18, 1994. We wish to express our gratitude to the researchers in the field who have responded with
enthusiam by submitting such high quality papers. We received 308 manuscripts from 17 countries.
The topic area distribution for the papers appearing in the Proceedings is below:

Architectures for Al
Automated reasoning 17

Cognitive modelling 3
Distributed Al 5
Knowledge Base Technology 9
Knowledge representation 19
Machine Learning 23
Natural language processing 22
Neural Networks 13
Pattern Recognition 11
Computer Vision 20

Al Applications 19

»; *

We regret that many of high quality papers had to be turned down due to the physical constraints.
Each submitted paper was reviewed by two referees designated by the program committee. The
Program Chairs made the final selection accepting 165 papers for this presentation.

We hope that you will find this conference program—-the invited speech, the panels, the tutorials,
the workshop, and the individual paper presentations—- exciting, stimulating and illuminating. This
program could not have happend if not for dedication of many of you, the contributors, the Conference
Committee, the Program Committee, the reviewers. We are extremely grateful to colleagues who made
the PRICAI possible and successful.

Program Chairs
Michael Georgeff
Zhongzhi Shi-
Benjamin W. Wah
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DISTRIBUTED SYSTEMS: DATA OR CONTROL ?

Bernard Burg, Francois Arlabosse
FRAMENTEC-COGNITECH
Tour Fiat cedex 16
92084 Paris la Défense, France
archon@framentec. fr

ABSTRACT

The ARCHON ARchitecture for Cooperative Hetero-
geneous ON-line systems project [15] aims to provide a dis-
tributed control system over existing industrial applications
such as telecommunication or electric networks. These ap-
plications face the problems of :

- distributed control since the control is spread throughout
networks.

- distributed data because the data handled in those applica-
tions are often complex, having several levels and embedded
structures present in different parts of the network.

This paper explains how ARCHON handles those prob-
lems by using independent mechanisms for the control and
the data, both of which are driven by a cooperation mech-
anism. This leads to a review of the existing solutions and
the setting of goals for a new control architecture. The AR-
CHON architecture is then described and we show how it an-
swers the original problem. The conclusions show the added
value brought to the Open System Foundation.

INTRODUCTION

In the previous papers, ARCHON las been described
as a distributed control architecture where each agent co-
operates to achieve of a global goal without local explicit
knowledge of it. As such, the System Restoration Planning
test-bed has always been described by its sole control aspects
whereas the data management has never been described in
the project framework.

Yet, quite often in the bibliography, distributed systems
are analyzed through two dimensions - control and the data
management. We use these same dimensions to introduce
examples with the type of problems ARCHON can handle.
This paper describes the implemented mechanisms and fo-
cuses on the distributed control as well as on the Federated
Database System AIM, which provides new database han-
dling facilities such as personalized viewpoints on data for
each agent. An example of a cooperation scenario is pre-
sented so as to demonstrate the design of a control platform.

1 Distributed Control

Plant-wide solutions for the problem of control require
a combination of programmable controller and distributed
control systems capabilities[11,17], which involve a hybrid
of discrete and wet-flow processing functions. Due to the
different constraints at the levels of the CIM pyramid, those
functions are carried out by different machines linked in dis-
tributed control systems (DCSs). At the lowest level, sensors
and actuators are connected to PLCs: The PLCs are con-
nected through industrial networks which in turn, may be
connected to computer networks.

The decentralized control brings both: the scalabilityand
openness of systems to cope with the growing complexity of
the application. In such a context, the application can be
built block by block, which allows a progressive investment
and a step-by-step debug and tuning of the application.

In addition, the decentralized approach favors robust and
fault tolerant controllers since the control does not rely on
a single site but is shared amongst many network elements.
One can conceive systems insuring their functions for the
best, even in degenerated cases when some parts of the con-
trolled installation are faulty.

2 Distributed Data

Open Information Systems [10] (OIS) are large-scale in-
formation systems that are always subject to asynchrony
in input and output. A good example of such systems are
enterprise-wide information systems embedding the infor-
mation of the manufacturing, Research and Development,
Sales and Marketing departments. In many cases, those OIS
systems are geographically distributed, over long periods of
time and have dependencies on overlapping sub-projects.

Some problems, as the access to a shared financial ac-
count via multiple sites using electronic funds transfer, show
the limitations of the Deductive Logic, since no amount of
knowledge of the physical circumstances in which the with-
draw requests are made determines the outcome. In such
cases some control mechanisms have to be introduced in ad-
dition to the distributed data-base.
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The problem of the shared bank account access is eas-
ily solved by a serializer, which allows only one action at
the time. Then the data-base problem is to access the data
structures through schemas, and to retrieve, write and mod-
ify them perhaps adding new properties.

The separation between distributed control and distribu-
ted data allows to master the complexity of both functions
but requires the cooperation between control and data so to
keep the system properly updated.

3 Distributed Control and Distributed Data

Some systems, like electrical or telecommunication net-
works are by definition geographically distributed. Their
control is as such implemented in a distributed fashion to
provide modularity and fault tolerance.

When dealing with applications like Demand Manage-
ment, Alarm Analysis or System Restoration Planning, the
problem is twofold: coutro]l as well as data management.
During an alarm analysis, the system supervisor needs both
kinds of information: :

- alarm messages describe the temporal events reported in
the network. They give an image of the history and the cur-
rent state of the network. They are, in general short and
simple (no embedded structures), but their temporal aspect
and their order of arrival are relevant. The response time of
their treatment is extremely important.

- network description: describes the layout of the network,
its components and properties. This gives the static view
of the network. They are often long (sometimes several
Mega-bytes) and complex structures, describing graphs, sub-
graphs, properties... As this information is static, there are
low temporal constraints.

The nature of the information carried by both types of
messages is different. Thus cach of them needs an adapted
support and has to be processed in accordance with their
very own constraints. The Alarm messages correspond to
the control architecture, the messages are short but need to
be processed in a very cfficient manner so as to allow the
system to perform control over applications. On the other
hand, the network description is used to transmit complex
and/or bulky datain a structured manner. It is important to
provide tools and facilities to transmit and retrieve this data
in a,network, so that one can access several data-bases in a
transparent manner, even il different data-representations
are used locally.

4 Example of Distributed Control and Distributed Data

An application scenario of the ARCHON test-bed was
to perform System Restoration Planning[4]. The following
is a simplified scenario. Each of the agents is in charge of
solving a part of the problem and these agents are embed-
ding existing Intelligent Systems (ISs):

The DIAGNOSIS agent monitors the Alarm messages
of the network. As soon as it detects an Alarm message
indicating an error in a part of the network, the DIAG-
NOSIS agent has to determine the possible black-out area
affected by the alarm. To do so, this agent requests from the
INFORMATION agent the Network description, giving the
topology of the network and its geographic mapping. Mean-
while the new Alarm messages have been stored. The DI-
AGNOSIS agent compares the Alarm messages and the Net-
work description to determine the blackout area, by checking
the position of the breakers (given by another agent). This
calculated black-out area is then compared with customers’
complaints gathered through the PHONE agent giving the
time and area code of their phone-calls. On the basis of this
information, the DIAGNOSIS agent determines the possi-
ble causes of the trouble and gives this information to the
Restoration Planner Agent.

The control aspects of this application are shown by the
Alarm messages. Their order of arrival is important to diag-
nose of the network to spot the causal effects. The difficulty
arises because errors propagate in networks and examples
of complete electricity distribution networks collapsing still
remain present in our memories. Fast actions have to be
undertaken.,

The data management aspects are related to the Network
description. They are encoded in the form of graphs with
several layers of graphs embedded, according to geographic
location, the nature of the electricity (High or Low voltage),
the technology used... The complete network description
may take several Mega-bytes, thus it is important to be able
to select the parts of the network relevant to the work per-
formed by the DIAGNQOSIS agent. An object-oriented feder-
ated data-base provides tools to retrieve the relevant object
or structure and to transmit it from one agent to another.

System restoration planning deals with some additional
constraints coming from the underlying ISs. All the agents
embed possibly existing ISs. Some of these 1Ss work in a syn-
chronous manner, others in asynchronous mode. As such, at
any moment, an IS may emit a request whicli has to be han-
dled immediately by the distributed control. This control
has also to foresce error handling, emergency and contin-
gency planning in case of problems in the ISs.

TOWARDS ARCHON'S ARCHITECTURE

In the first paragraph we set the goals of the ARCHON
system. Then we study some existing architectures to sce
if they provide an answer to the problem, and finally, the
ARCHON architecture is presented.

1 The Goals of ARCHON
(1) Provide a cooperation framework for industrial distribu-
ted process control, embed existing IS written in different
languages, running on different operating systems and ma-
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chines.

(2) Give both control and data management facilities.

(3) Allow full asynchrony in input-output towards ISs, sup-
port parallel executions and the related control mechanisms.
(4) Be reactive.

(5) Be fault-tolerant.

(6) Allow an independent development of the agents

2 Existing Architectures

Blackboard architecture is one of the most inspiring prob-
lem solving paradigm in Artificial Intelligence, it addresses
distributed problem solving, real-time systems and is able to
handle complex data as well as their related knowledge. At
a first glance, blackboard seems to be a good architecture to
solve our problem.

However, even with sequential blackboards, the control
needs to be improved to answer the constraints of our appli-
cation, by incorporating of a blackboard for control, like in
OPM, to have more opportunistic ability or flexibility at the
top-level control, and to allow quasi-concurrent working of
noninteracting knowledge sources and background process-
ing of knowledge sources(2].

Implementing such an architecture in a distributed envi-
ronment seem to be difficult, since experience shows that a
good sequential algorithm is often not even a decent parallel
algorithm. In General, three parallel and distributed Black-
board design alternatives are proposed[6]: the shared mem-
ory blackboard, the distributed blackboard and the black-
board-server approaches. The Shared memory approach is
not suited to handle our problem which is geographically
distributed and running on independent agents. Sharing a
memory would not provide a robust architecture. The black-
board server brings communication problems with loosely
coupled agents and introduces a bottlencck. The distributed
blackboard is the most suited design alternative for our ar-
chitecture. Implementation of such an architecture shows
quite disappointing results[16] in terms of efliciency, com-
pared to other parallel algorithins, because parallelism adds
a burden a work to deal with load balancing between pro-
cessors, task sharing and data handling. As those problems
are still open questions, we took the following options for
the design of ARCHON:

- Distributed Data and Distributed Control will be imple-
mented through two different and independent mechanisms.
- The distributed control mechanism is reactive and fault
tolerant.

- A planning and coordination module takes the charge in-
teraction befween data and control.

- The planning and coordination module performs the coop-
eration between agents and their load balance.

These design option are original and follow our indus-
trial needs so to he able to use already existing software for
the communication and control of the architecture, and to

embed later on the OSF Distributed Computing Environ-
ment[3]. In the same manner, this design option permits
to take advantage of the latest evolutions of data bases
for the distributed data-processing. Finally, we hope that
splitting the Distributed Data from the Distributed Control
brings modularity in maintenance and evolution towards fu-
ture standards.

3 ARCHON’s Architecture

Figure 1 shows the ARCHON platform which is an in-
stance of the software developed in the ARCHON project
[15] to embed the Intelligent Systems. The figure focuses
more precisely on the structure of an ARCHON agent: it is
constituted by an IS and its related ARCHON Layer.
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Figure 1: Architecture of ARCHON

The Intelligent Systems (ISs) are the systems controlled
by ARCHON, they are pre-existing or built on purpose.
Typically the ISs are expert systems working on a given
area, or relational or object-oriented DBMSs. By exten-
sion, the IS-Tasks are tasks which can be carried out by
an IS. ARCHON provides the mean for encapsulating ap-
plicative intelligent systems into a cooperative framework.
To keep modularity and insure short response times, control
and data management facilities are carried out by specific
modules. An Agent encompasses four modules, one for each
task to be carried out:

- HLCM (High Level Communication Module) All messages
passing between agents is done through the HLCNM which
allows transparent communications.

- PCM (Planning and Coordination Module) The PC'M pro-
vides global situation assessment, planning aund supervision
of all cooperating behaviour of the ARCHON community
of agents. This may sometimes require high-level coopera-
tion features. Each agent has to know its own skills as well
as the ones of other agents so as to be able to share the
work in the agent community. Task sharing in the agent
community may be carried out in a simple and straight-
forward manner by imposing the work to.the agents, or in
a more sophisticated manner implying negotiations among
the agents. The principle of contract nets is implemented
for such purposes[12]. Two models are used to describe the
agents: the Agent Acquaintance Model (AAM) represents
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