-~ Lecture Notes in
SControland . .*

IFIP

|
§

Information Sciences

Edited by A.V. Balakrishnan and M. Thoma

s
\ 3 a 25 \Il {
\ e o B antil
\ u::(\ 3 ¥

Modelling and Optimization
of Complex System

Proceedings of the
IFIP-TC 7 Working Conference
Novosibirsk, USSR, 3-9 July, 1978

Edited by G. I. Marchuk

@

Springer-Verlag
Berlin - Heidelberg - New York



»
&

IFIP

, 8764357
Lecture Notes In
Control and
Information Sciences

Edited by A.V. Balakrishnan and M. Thoma

m—
> i Ny

y 4 . b

¥y & A

18

Modelling and Optimization
of Complex System

Proceedings of the
IFIP-TC 7 Working Conference
Novosibirsk, USSR, 3-9 July, 1978

ANRRTAGAR

E8764357
Edited by G. I. Marchuk

©Y

Springer-Verlag
Berlin Heidelberg New York 1979



Series Editors
A. V. Balakrishnan - M. Thoma

Advisory Board
L. D. Davisson - A. G. J. Mac Oégg'bj 8764357
Ya. Z. Tsypkin - A. J. Viterbi 1978

Editor i

B Vanovich Marchil MO4Rllimg 8nd coiai

Computing Center, Novosibirsk 67 ex system

Modelling and opt:n.mlzatlon ;

ISBN 3-540-09612-4 Springer-Verlag Berlin Heidelberg New York
ISBN 0-387-09612-4 Springer-Verlag NewYork Heidelberg Berlin

This work is subject to copyright. All rights are reserved, whether the whole
or part of the material is concerned, specifically those of translation, re-
printing, re-use of illustrations, broadcasting, reproduction by photocopying
machine or similar means, and storage in data banks.

Under § 54 of the German Copyright Law where copies are made for other
than private use, a fee is payable to the publisher, the amount of the fee to
be determined by agreement with the publisher.

© Springer-Verlag Berlin Heidelberg 1979
Printed in Germany

Printing and binding: Beltz Offsetdruck, Hemsbach/Bergstr.
2060/3020-543210

AL AR T e R




3

Lecture Notes in Control’and Information Sciences

Edited by A.V. Balakrishnan and M. Thoma

Vol. 1: Distributed Parameter Systems: Modelling
and Identification

Proceedings of the IFIP Working Conference,
Rome, ltaly, June 21-26, 1976 i

Edited by A. Ruberti

V, 458 pages. 1978

Vol. 2: New Trends in Systems Analysis
International Symposium, Versailles,
December 13-17, 1976

. Edited by A. Bensoussan and J. L. Lions

VII, 759 pages. 1977

Vol. 3: Differential Games and Applications
Proceedings of a Workshop, Enschede, Netherlands,
March 16-25, 1977

Edited by P. Hagedorn, H.W. Knobloch, and G. J. Olsder
Xll, 236 pages. 1977

Vol. 4: M. A. Crane, A. J. Lemoine

An Introduction to the Regenerative Method for
Simulation Analysis

VII, 111 pages. 1977

Vol. 5: David J. Clements, Brian D. O. Anderson
Singular Optimal Control: The Linear Quadratic Problem
V, 98 pages. 1978

Vol. 6: Optimization Techniques

Proceedings of the 8th IFIP Conference on Optimi-
zation Techniques, Wiirzburg, September 5-9, 1977
Part 1

Edited by J. Stoer

Xlll, 528 pages. 1978

Vol. 7: Optimization Techniques

Proceedings of the 8th IFIP Conference on Optimi-
zation Techniques, Wiirzburg, September 5-9, 1977
Part 2

Edited by J. Stoer

XIll, 512 pages. 1978

Vol. 8: R. F. Curtain, A. J. Pritchard
Infinite Dimensional Linear Systems Theory
VIl, 298 pages. 1978

Vol. 9: Y. M. El-Fattah, C. Foulard
Learning Systems:

Decision, Simulation, and Control
VII, 119 pages. 1978

Vol. 10: J. M. Maciejowski
The Modelling of Systems with Small Observation Sets
VIl, 241 pages. 1978

Vol. 11: Y. Sewaragi, T. Soeda, S. Omatu
Modelling, Estimation, and Their Applications for
Distributed Parameter Systems

VI, 269 pages. 1978

Vol. 12: |. Postlethwaite, A. G. J. McFarlane

A Complex Variable Approach to the Analysis of
Linear Multivariable Feedback Systems

IV, 177 pages. 1979

Vol. 13: E. D. Sontag
Polynomial Response Maps
VIIl, 168 pages. 1979

Vol. 14: International Symposium on Systems
Optimization and Analysis

Rocquentcourt, December 11-13, 1978;

IRIA LABORIA

Edited by A. Bensoussan and J. Lions

VI, 832 pages. 1979

Vol. 15: Semi-Infinite Programming
Proceedings of a Workshop, Bad Honnef,
August 30 - September 1, 1978

V, 180 pages. 1979

Vol. 16: Stochastic Control Theory

and Stochastic Differential Systems

Proceedings of a Workshop of the ,Sonder-
forschungsbereich 72 der Deutschen Forschungs-
gemeinschaft an der Universitdt Bonn“,, ~
which took place in January 1979 at Bad Honnef
VIIl, 615 pages. 1979

Vol. 17: O. . Franksen, P. Falster, F. J. Evans
Qualitative Aspects of Large Scale Systems
Developing Design Rules Using APL

XIl, 119 pages. 1979

Vol. 18: Modelling and Optimization of Complex
Systems

Proceedings of the IFIP-TC 7 Working Conference
Novosibirsk, USSR, 3-9 July, 1978

Edited by G. |. Marchuk

VI, 293 pages. 1979

Vol. 19: Global and Large Scale System Models
Proceedings of the Center for Advanced Studies (CAS)
International Summer Seminar

Dubrovnik, Yugoslavia, August 21-26, 1978

Edited by B. Lazareci¢

V, 232 pages. 1979




PREFACE

These Proceedings contain most of the papers presented at the IFIP
TC-7 working Conference on Modelling and Optimization of Complex
Systems held in Novosibirsk on 3-9 July, 1978.

The Conference was organized by the IFIP Technical Committee on
Optimization with the Computing Center of the Siberian Branch of the
USSR Academy of Sciences and sponsored by the USSR Academy of Scien-
ces.

The Conference was attended by 70 scientists from 10 countries.
The program offered a broad view of optimization techniques currently
in use and under investigation. Major emphasis was on recent advances
in optimal control and mathematical programming and their application
to modelling, identification and control of large systems, in parti-
cular, recent applications in areas such as biological, environmental
and socio-economic systems.

The International Programme Committee of the Conference consisted
of:

A.V.Balakrishnan (Chairman, USA), C.Bruni (Italy), J.L.Lions (France),
K.Malanowski (Poland), G.I.Marchuk (USSR), R.R.Mohler (USA),

L.S.Pontryagin (USSR), J.Stoer (FRG).
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1. INTRODUCTION

In a previous work a model for the humoral immune response was
established, based on the clonal selection theory (Bruni et al.1974,
1975) . This model was tested against available data in the literature
(Eisen and Siskind, 1964; Siskind et al.,1968;iWerblin et al., 1973)
giving the parameters some reasonable values, with rather satisfactory
results. In order to achieve a more thorough validation of the model,
it appeared necessary to a) obtain a more complete and homogeneous set
of experimental data, b) achieve a better knowledge of the values of
the model parameters.

As far as the first point is concerned, an ad hoc experimental
program was carried out, in which the population of antibodies gene-
rated in the primary and secondary immune response triggered by ino-
culation of a suitable antigen was tested at different times (Oratore,
1977) . Inbred Guinea pigs (strain 13) were inoculated by doses of
0.1 mg and 1 mg of DNP-RNAase in Freund's complete adjuvant. Bleedings
were performed weekly and the adopted titration procedure was the
Farr technique.Also, some experiments were made to get information
about the time evolution of the free antigen concentration in the
blood during the maturation of the immune response (Oratore, unpubli-
shed results).

The aim of this paper is to deal with the second point, namely
to identify the unknown parameters of the model.

(*) This work was partially supported by C.N.R.. The experiments which
are referred to in this paper were conducted at Oregon Regional
Primate Research Center, under a joint scientific program between
the Centro di Studio dei Sistemi di Controllo e Calcolo Automatici
and the Oregon State University, supported by Italian National Re-
search Council and the U.S. National Science Foundation ( Grant
n. ENG-74-15330 AOI).



2. AN IDENTIFICATION ORIENTED MODEL

A first problem was to revise the previously proposed model
in order to get an identification oriented version of it. This prima-
rity led to assume as input and output variables the free antigen
concentration and respectively the antibody concentration density,i.e.
those quantities which were experimentally observed. With reference
to the original model, this means to consider only the phenomena of
stimulation,differentiation and duplication of lymphocytes, and of
antibody production and removal, while the feedback phenomena of
antigen removal by the antibodies was cut off (see Fig. 1). In addi-
tion, the term which in the original model described a burst of anti-
body synthesis by immunocompetent cells immediately after their duplica
tion was disregarded, since it was found to be not quantitatively
relevant. By this way we arrived at the following simplified model

equations:
3C (K, t) _ 1 N KH (t)
3t '—ac T+KH (t) PS(KH(t))C(K:t) ac 1+KH (t) pS(KH(t))C(K,t) E
S C(K,t) + Bp_(K) Bl
T (o
c
90 . (K;t)
iy - R _KH(t) B
3T —Zac TFRA(£) ps(KH(t))C(K,t) Tp Cp(K,t) (2:2)
98K, &)
S S N ' -1 _KH(t) R R e
vy —ascp(K,t)+asC(K,t) T 1+KH(t)sT(K,t) T 1+KH(,C)S.I.(K,t) (2.3)
where:

K is the association constant between antigen and antibody sites
ranging in the interval [0,~) (antigen is considered functionally
univalent)

H(t) is the free antigen concentration in the circulating fluids

C(K,t) is the concentration density, with respect to K, of immuno-
competent cells

Cp(K,t) is the concentration density of plasmacelle

ST(K,t) is the total (free and bound) antibody sites concentration
density

ps(KH(t)) is the probability that a cell of affinity K is stimulated;
in (Bruni et al., 1975) it is shown that this is a smooth window

31 g,

ey <KH(t) b and

function, which takes value very closeto 1 if
very close to zero otherwise



pc(K) is the original distribution of immunocompetent cells and it is
assumed to be lognormal and known.
The parameters which appear in the model, are:

a proliferation rate constant of stimulated immunocompetent cells
B rate of production of new immunocompetent cells from stem cells
T mean lifetime of immunocompetent cells

Tp mean lifetime of plasmacells

Tp Mean lifetime of the immune complex

T mean lifetime of free antibody sites

a rate constant of antibody production by plasmacells

al rate constant of antibody production by immunocompetent cells

01,02 endpoints of the interval of occupied receptor site ratio
causing stimulation.

To these parameters we must add suitable initial conditions for equa-

tions (2.1)-(2.3).

While the input H is directly measured at different times, the
total antibody sites concentration density is indirectly measured
through the concentration Y(X,t) of bound antibody sites in the titra
tion assay made on the circulating fluids at different times and for

fixed free hapten concentration X:

® S (K,t)
= KX °r
Vi ) = J T+KX T+RH(t) K &
(V]
Noting that the free antibody site conc?ntration density in the cir-
St (K, t
culating fluids is given by the term T%Rﬁ%?% : the previous relation

provides under mild assumptions (Bruni et al., 1976) a one to one
correspondence between the free antibody site concentration density
itself at time t and the behaviour of Y(X,t) as a function of X. Thus
Y(X,t) plays the role of actual model output (Fig. 1).

oo St el ooy b moen derlsert i 1)

|
: Stimulation and prolifera- St(Kt)
I

I
I
Hi(t) |Antigen |H(t) tion of lymphocytes, pro-: 1+KH () [ Titration Y(X,t)
T EEEEEE——
|
|
[}

6s Ry
removal : duction and removal of assay
| antibodies
|
| S i VR : 1
X
Fig. 1 - Block diagram showing connection among quantities relevant

for identification purpose. The dashed square includes the
identification oriented immune response model; H; (t) denotes
the rate of injection of antigen in the organism.



Now the second problem is to choose those parameters in the model
which are to be identified. Indeed, if all parameters and initial
conditions appearing in the model were assumed to be unknown in the
identification procedure, then we would face: a) difficulties in
meeting possible a priori (or experimental) information about rela-
tionships among some of them, b) possible non identifiability problems
due to low sensitivity of the output with respect to some parameters
and/or equivalent effect on the output itself, c) an excessive comp
tional burden. With the purpose of overcoming these difficulties,
only the primary response was considered, so that the initial condi-

tions reduce to:

C(K,0) = C_p,(K) = 1,8p(K) \
CP(K'O) =0 (2.::5)
ST(K,O) = Tsaéc(Kro)

In the first equation (2.5), c, denotes the initial total number

per unit volume of immunocompetent cells which turns out to be equal
to T8, since C(K,0) must be a stationary solution of (2.1) in ab-
sence of stimulation.By simulation of the model it appeared that
variations in C, may be (output) compensated by suitable variations of

ag s aé. Therefore C0 was fixed to the biologically reasonable value:

16 moles/liter

c, = 8-10°
Information reported in the literature (Weigle, 1961; Gowans, 1970;
Mattioli and Tomasi, 1973) further suggest to assume the following
values:
6 days = 144 h

&
]

A
]

300 days = 7200 h

T & 2 T

B 1 4.40-19
B =C_ /1, =1.1+10

moles/liter *h

Finally, the parameters which are considered as unknown in the identi-

fication procedure are :

01,02,ac,as,a;,TB
This selection seems to meet some remarks (Mohler, 1978) about the

sensitivity of the model with respect to various parameters.



As a matter of fact, in order to take the positivity constraint
for all six parameters into account, the unknown parameter vector was
defined as:

H i
Y i n 94 wn 9,y ln‘ﬂc &n oy &n ué N ] (2.6)

~%Y" PROBLEM FORMULATION

We first note that the experimental data presently available for

. ire constituted by its value at a very limited number of times, so
iuat an interpolation procedure is required to simulate the model.

ISimple interpolating functions were chosen constituted by the sum
lof two exponentials which for the two doses of 1 mg and 0.1 mg are

respectively (Fig. 2, solid lines) - H moles/liter, t hours:

8.16-10""7 |e‘t/85 = o BT ] (3.1)

H(t)

H(t) = 107/ ‘e-t/100 P ] (3.2)

-10 ) 1 L 1 R s DAYS
0 5 10 15 20 25 30

Fig. 2 - Time evolution of free antigen: experimental points (A, W),
exponential interpolation (solid lines), piecewise exponential
behaviour ( dotted lines) for 1 mg dose (lines a-c) and
0.1 mg dose (lines b-d).

As a matter of fact, equations (3.1),(3.2) differ from the real be-

haviour of free antigen not only because of interpolation errors but

also because of random measurement errors which affect the data.These
errors influence the output function (2.4) both directly and indirectly



through the dependence of ST on H itself (taking the dynamics of the
model into account). However, if one linearizes the functional de-
pendence of Y(X,t) on H for fixed X and t, as described by (2.4) and
the model equations, one finds that the first order approximation of
the influence on Y(X,t) of the random errors of H is negligible with
respect to those experimental errors which affect Y(X,t) itself in
the titration assays. As far as interpolation errors on H,it is not
possible to evaluate their magnitude with such a low number of
data. For sake of simplicity their effect on Y(X,t) was also neglected,
while some considerations about possible consequences of this fact are
reported in the concluding section.

Let now t1,t2,...,tN be the bleeding times and xj(ti),
j = 1,2,...,ni, i=1,...,N,be the j-th hapten concentration in the
i-th titration assay. Let Y(Xj(ti),ti;y) be the corresponding bound
antibody site concentration given by (2.4) in which the dependence of
the model output on y is evidentiated. Denoted by x and y(x,y) the
vectors of all Xj(ti) and Y(Xj(ti),ti;y), respectively, and by zx,zy
the vectors of the measured values for the same quantities, the mea-

surement equations may be written as:

z, =X +u (3.i3)

4

y y(x,vy) + v (3.4)

where u,v are respectively the measurement errors on X,yY. A detailed
analysis of the statistics of u,v was carried out (Koch and Oratore,
1978), taking the various error sources into account. The conclusions
were that u,v may be taken to be zero mean gaussian variables whose
variances and covariances at each titration point are deducible from
approximate formulas, while errors at different points are incorrelated.
Quantitatively speaking, the mean square error on X data is approxi-
mately 2 - 3%, while the same error on Y data increases from 2% up to‘
20-30% as X increases.

Consequently, the maximum likelihood functional for X,y is given
by:

z, - x 4

J(x,y) = ¥ (3.5)

where : (

::jl[u'r vT]} N o wqu (448)



is a known block-diagonal non singular matrix. Due to small values of
¥, entries, we may linearize y(x,y) around z,. Then minimizing J(x,y)
with respect to x and substituting back the obtained value for x leads

to the reduced functional:

- -7 -
-1
J1(Y)=.fy-y(zx,Y)J ¥ (ZXIY).fy"Y(zer)] (3.7)
where:
- -2
BY(ZXIY) BY(ZXIY)
‘!’e(zx,y) =‘{’V—2 Tx ‘PuV+ _—3;X—- ‘l‘u (3.8)

It can be proved (see Bruni and Germani, to appear) that We is always
nonsingular, since the absolute value of the correlation coefficient

between u and v values is always less than one.

4. IDENTIFIABILITY

The problem now arises of identifiability of y, namely of the
existence and uniqueness of an optimal estimate ; of y with respect
to the loss functional (3.7). Of course, local identifiability of v
is equivalent to the existence of an isolated minimum of (3.7) within
a suitable neighbourhood D (y°, §) CIR6 of the initial guess Y°.

Since our functional J1(y) is continuously differentiable with
respect to vy, this problem may be regarded as the problem of local
existence and uniqueness of a solution of the equation:

ag, (v)
P(Y) =—dY—=0 (4.1)

and therefore studied by adapting well-known Kantorovich theorems
(Kantorovich and Akilov, 1964). Specifically, let YO,GR,GI,BO,nO be
such that:

(1) |P* (v°) | # 0

(11)  Ji2' ()17 < B,

(1i1)  JI2' (17T (v <
(iv) Q = D(y°,sR) xD(O,GI) is contained in the complex

region of ¢6 in which P(s)=P(y+jw) is holomorphic.

Then the following theorem may be proved (Bruni and Germani, to ap-

pear) :



Thm.1. Let M = sup P(s)“ 5
20 sEaQ“
n B M
a) 1£: h = 222 < 1/4
61
1-/T=4h, 1+/T=4h
Toilp<ry ¢ With ¥, =T "% T1 T T2m, Hy

or

I
——
N
N

by if: h
[0}

ro £ 64 2 r1

then a unique optimal estimate Y exists in D(YO,GR).

The estimate Yy may be looked for through a suitable minimization
algorithm. If one adopts the Newton method, the following result turns

out to be useful:

Thm. 2. Under the same assumptions of Thm.1, the Newton method for the
solution of (4.1), starting from y°, yields a sequence quadratically

convergent to y.

Remark 1. It is possible to prove that if the function P is that de-
fined by our problem, for each GR > 0, and yo satisfying (i) above,

a GI > 0 exists such that (iv) is satisfied.

Remark 2. The results of Thm.1,2 allow to set in a rigorous framework
the identification problem under both aspects of identifiability and
of numerical determination of the optimal estimate. However, we must
say that checking conditions of Thm.1, and specifically computing
MBQ'
high degree of nonlinearities and to the dimensionality of the problem,

is not at all an easy task. Furthermore in our case,due to the

the Newton method implementation requires heavy computational effort.

Therefore to obtain the results reported in the following section,
a simpler direct search method (Hooke and Jeeves) was adopted.

5. IDENTIFICATION AND VALIDATION OF THE MODEL

In the minimization of functional J1(y),as initial guess YO we
assumed those parameter values which in a previous work (Bruni et al.,
1975) were selected according to information available directly or
indirectly from the literature. In particular we assumed:

0] = 0.01 ; o3 =0.9; a=0.06h"" (5.1)



