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CHAPTER 1

A Short History of Patterns

1.1 About this book

This book is about the patterns that are associated with particular lexical items
and that are observable from investigation of an electronically-stored corpus of
written and spoken texts. The concept can be illustrated by this short extract
from an article written by a lecturer in Philosophy on the subject of how
Philosophy should be taught:

(1)  [1] Philosophy is different from many other disciplines |2] in thut
learning about it is as much a matter of developing skills'(in reasoning
and argument) as it is a matter of learning a body of information. |3/
In this sense there are no definitive ‘answers’ to many philosophical
problems: [4] becoming a philosopher is a matter of becoming uble to
reason coherently and relevantly about philosophical issues. [5]
Consequently, valuable contact time with lecturers is best spent
actually ‘doing philosophy’, {6] and that means actively thinking and
talking about it. ’—

There are several aspects of the grammar of this extract that a linguist may wish
to draw attention to. For example, clauses 3, 5 and 6 each begin with something
that summarises or ‘encapsulates’ (Sinclair 1995) the preceding clause or clauses:
In this sense; Consequently; that, and that the grammar of each clause is therefore
heavily dependent on the organisation of meaning in the text as a whole.
Alternatively, we might make the observation that many of the processes
indicated by this extract — learning about philosophy, becoming a phitosopher,
students interacting with lecturers — are expressed in the text as nouns (the
Subjects of clauses) rather than as verbs, and that the relation of the grammar to
the world is therefore metaphoric rather than congruent (Halliday 1994).

The aspect of the extract that this book focuses on, however, is the interac-
tion between the particular lexical items in it and the grammatical patterns that
they form a part of. A clear example is the noun matter, which appears three
times in the extract. Each time it follows the indefinite article a and is followed
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by of and o clause beginning with an * ing” form: o matter of developing skills; a
matter of learning a body of information; a matier of becoming able to reason
coherently and relevantly about philosophical issues. 1t is clear that there is little
point in treating maiter, in the sense in which it is used here, as a single lexical
item that can be slotted into a general grammar of English. Rather, the word comes,
as it were, with its attendant phraseology, which in this case consists of ‘a ___
of -ing’. This phrascology is the grammar pattern belonging to the word marter.

The noun maitter is far from unusual in having particular patterns or
phrascologies associated with it. All words, in fact, can be described in this way.
Let us take the verbs in the extract above:

(1] is different from many other disciplines
12] i . a4 matter of. ..

3] are no definitive answers. ..

[4] is a matter of...

(51 is spent actually doing philosophy

(6] means  actively thinking and talking about it

From this we may note that the verb to be is followed by a noun group (a matter
of. no definitive answers) or by an adjective group (different from...); the passive
verb be spent is followed by an ‘-ing" clause; as is the verb to mean. Investiga-
tion of a corpus will tell us whether these uses are typical or not. For example,
here are ten concordance lines illustrating a typical use of be spent:

ni thes man whose ecarly career was spent teaching at Harvard Business
everttng many vahualde mingt en wete spent o reconnt ing the non -l ory of 1 he

v e e b e ety clayss sre spent owenddet B e st s o 1 idding
much ot her Lime ot Lhe colluege is spenl silling through paperwork, Carolin
job properly. 'Much of my time is spent making copious notes on what actio
ites of border. Most of the day is spent riding along the tiverbank. This
~ut.osen - third of your life is spent sleeping, a third in daily

2arly ancestors’ waking lives was spent chasing or being chased by various
Much of the next 12 months will be spent celebrating or decrying the Spanis
nd rhe rest of Bradford's life was spent restoring it. He planted well over
In each case, the verb is followed by an ‘-ing’ clause, and is preceded by a noun
group indicating a period of time.

A grammatical description of the verbs in this extract, then, needs to take
into account their complementation patterns, that is, the kind of group or clause
that may follow them, just as a description of matter needs to take into account
its phraseology. The same could be said for the adjectives in the extract (differ-
ent from, able to) — in fact, all words can be described in terms of their patterns.
Pattesns can be observed, intuitively, in a single text. This intuition is based on
our previous experience of language: we know that we say a matter of learning
a body of information vather than the matter of learning a body of information and
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that, therefore, the article o is important to the pattern associated with matter,
Intuition is notalways a reliable guide, however, and i is advantageous to have
a corpus to reveal what is typical patterning and what is unusual. The corpus is
a conerete replacement for the rather vague “previous expericnce of languape’,

Briefly, then, a pattern is a phraseology frequently associated with (a sense
of) a word, particularly in terms of the prepositions, groups, and clauses that
follow the word. Patterns and lexis are mutually dependent, in that each pattern
oceurs with a restricted set of lexical items, and cach lexical item oceurs with o
restricted set of patterns. In addition, patterns are closely associated with
meaning, firstly because in many cases different senses of words are distin-
guished by their typical occurrence in different patterns; and secondly because
words which share a given pattern tend also to share an aspect of meaning. The
purpose of this hook is to describe patterns and their association with meaning
in more detail, and (o discuss some of the theoretical issues arising out of this
approach to grammar.

Chapter 1 sets the work in context, starting with the work by Hornby on
patterns and usage and the growing interest in ‘fixed phrases’ by both lexicogra-
phers and language teachers. The immediate inspirations for corpus-driven gram-
mar — Sinclair (1991) and Francis (1993) — are then discussed. In Chapters 2

"and'3 we discuss the concept of ‘pattern’ in detail. and in Chapters 4 and 5 we
give several examples of the association between pattern and meaning.

The second part of the book discusses various issues that arise in relation to
a pattern-based approach to gra . Chapter 6 takes a theoretical perspective and

1

considers the relationship between patterns and the traditional structural analysis

Sf clauses. Another comparison between patterns and traditional grammar s
found in Chapter 7, which considers the notion of *word class’ in the light of ow
wark on patterns. Chapter 8 takes the work in yet another direction by applying
patterns to the analysis of running text. In Chapter 9 we consider some of the
implications of this work for theories of grammar and for language teaching.

1,2 Hornby: A Guide to Patterns and Usage in English

1.2.1  Introduction

The closest forerunner (in concept, though not in time) of the work to be describec

in this book is Hormby's A Guide (o Patterns and Usage in English, published ir
\(,‘___/__,.-4:_,———__—k

1954. In the preface to this book, Hornby sets™oul his agenda: to give practica!

guidance o the binguage learner on usage rather than to expound analysis:
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Analysis is helpful, but the leamer is, or should be, more concerned with
sentence-building. For this he needs to know the patterns of English sentences
and to be told which words enter into which patterns. (Homby 1954: v)

He points out that analogy is not an infallible guide to sentence patterns,
especially with regard to verbs:

[The learner} may suppose that because he has heard and seen ‘1 intend (want,
propose) to come’, he may say or write I suggest to come’, that because he
has heard or seen ‘Please tell me the meaning’, ‘Please show me the way’, he
can say or write ‘Please explain me this sentence’. (Hornby 1954: v)

Hornby’s book is not restricted to verbs, however, and he advocates learning
pattern along with meaning for nouns and adjectives as well: “When [the learner]
learns the meanings of the adjective anxious, he should also learn its patterns:
‘anxious ahout his son’s health’, ‘anxious for news’, ‘anxious (=ecager) to start’.”
(Homby 1954: vi).

Although he appears to make a sharp distinction between pattern and
meaning — “A knowledge of how to put words together is as important as,
perhaps more important than, a knowledge of their meanings” (Homby 1954 v)
— the description of anxious quoted above implicitly links the t%}.

The bulk of A Guide to Patterns and Usage in English is devoted to the
description of 25 verb patterns, 4 noun patterns and 3 adjective patterns, as well
as sections on adverbs, ‘time and tense’, indefinite pronouns and determinatives.

A long final section details the way that various concepts can be expressed. The

approach to grammar detailed in the book also informed the first three editions
~of the Uxford Advanced Learner’s Dictionary (1948, 1963, 1974).

122  Verb patterns

HBmby's radical attention to usage rather than to analysis — to encoding rather
than to decoding — leads him to describe pattern rather than structure. He does
distinguish between transitive and intransitive verbs, and comments on which
part(s) of the pattern constitute(s) the Object, but makes no further attempt at
analysis. The headings 1o his tables, therefore, indicate the pattern (e.g. Subject
+ Verb + to-infinitive) rather than the elements of structure. In some cases,
however, he distinguishes between examples of a single pattern that have
different structures. For example, he comments with respect to He likes his coffee
strong (verb followed by noun and adjective) that “[t]he combination of
(noun and adjective is the object of the verh” (Hornby 1954:33), This is
contrasted with Can you push the door open, which has the comment “...the
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adjective denotes a state or condition that results from the action indicated by the
verb”. Although an analysis of this is not given, the implication is that the noun
and the adjective comprise separate elements of the clause rather than a single
element. Hornby’s sparse use of functional categories occasionally leads to some
curious analyses. In examples of a verb followed by two noun groups, as in They
made Newton President of the Royal Society, the second noun group is termed a
‘predicative adjunct’ rather than an Object Complement. However, Hornby’s
stated aim is to describe usage, not to enter into the complexities of analysis: our
discussion in Chapter 6 indicates our reasons for sympathising with this aim.

Hornby's descriptions of patterns are not entirely based on surface realisat-
ion, however. Possible transformations also play a role. For example, we have
seen above how he deals with the pattern ‘verb+noun+adjective’. In that pattern,
however, he considers only those examples where the alternative ‘verb+noun-+to-
be+adjective’ (as in Most people suppose him (to be) innocens) is not possible.
Another pattern (Verb Pattern 4, Homby 1954 22-25) deals with examples such
as They proved him wrong (verb+noun+adjective) and [ have always found Smith
to be friendly (verb+noun-+to-be+adjective), as well as They knew the man to have
been a spy (verb+noun+to-be+noun). The same pattern accounts for examples
such as We all consider it wrong to cheat in examinations, which could be
considered a transformation of We all consider [the act of] cheating in examina-
tions to be wrong. Arguably, Hornby groups together these particular patterns
because he identifies a common meaning in the verbs with these patterns (verbs
such as believe, consider, declare, feel, find, guess, know, judge, prove, suppose
and think) and wishes to deal with them together.

As noted above.émby advocates that learners be told “which words enter
into which patterns”,-and he attempts to do that by giving lists of the most
common verbs used in each pattern. For example, for Verb Pattern 3 (verb
followed by a noun and a to-infinitive, as in We can'’t allow them 1o do that and
They warned me not to be late) he provides the following list:

advise, allow, ask, (can’t) bear, beg, cause, challenge, choose, command,
compel, dare (=challenge), decide, determine, encourage, entreal, expect, force,
get, give (someone to understand...), hate, help, implore, instruct, intend, invite,
lead (= cause), leave, like, love, mean (= intend), oblige, order, permit, persuade,
prefer, prepare, press (= urge), promise, remind, request, teach, tell, tempt,
trouble, urge, want, warn, wish (Homby 1954:21).

Using a corpus of course allows such a list to be made much more comprehen-
sive (Francis of al. 1996 lists no fewer than 219 verbs and phrasal verbs with this
pattern). However, it is more pertinent (o note Hornby's concern with meaning
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and pattern in this list, shown by his indication that some of the verbs in it occur
with this pattern only when they have a particular meaning. In some cases, this
concern is made more central. Verb Pattern 5, for instance (verb followed by
noun and bare infinitive) is divided into verbs of perception (feel, hear, listen to,
look at, notice, observe, perceive, see, watch) and others indicating permission,
obligation and awareness: (bid, help, know, let, make).

The main omission in Hornby’s work is that he does not deal with the large
numbers of verbs that are associated with particular prepositions (although the

item-by-item coding in the Oxford Advanced Learner s Dicti oes show the
prepositions used with_each verb). Instead of dealing with the prepositions

scparately, he puts them all together in Verb Pattern 18 (We congratulated him on
his success; They accused her of taking the money; What prevented you from
coming earlier; I must remind him about it; Compare the copy with the original)
and Verb Pattern 24 (You can rely upon that man; He succeeded in solving the
problem; They all longed for the holidays; He consented to the proposal; She
complained of the heat)) In some cases, he gives a prepositional phrase as a
variant of another pattern. For example, in describing the pattern ‘verb followed
by two noun groups’, as in They elected Mr Grey chairman, he notes that choose
and elect often have as or for before the second noun group, as in They elected
Mr Grey as chairman.

1.2.3  Noun and adjective patterns

Hornby identifies only a handful of noun and adjective patterns, as follows:
Nown patterns

noun + to-infinitive e.g. Anne’s desire to please her mother-in-law

noun + preposition + noun e.g. a specialist in chest diseases; our anxiety for news
noun + that-clause e.g. a hope that you would soon be well again

noun (+ preposition) + conjunctive + phrase or clause e.g. the knowledge of how
it should be done

Adjective patterns

adjective + to-infinitive e.g. You were unwise to accept his offer

adjective + preposition + noun e.g. Are you afraid of the dog?

adjective (+preposition) + clause or phrase e.g. She was not aware that her
husband earned £10 a week,

Each of these patterns covers quite a range of examples. For instance, ‘adjective
+ to-infinitive’ includes patterns with introductory it and a prepositional phrase,
such as It’s kind of you to say so.
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Hornby explicitly relates these patterns to the similar or contrasting verb patterns,
For example, he points out that another attempt to climb the mountain can be seen
an analogous to They will attempt to climb the mountain, but that whereas the
noun discussion is followed by a preposition such as on, its cognate verb discuss
is followed by a noun without an intervening preposition. Thus, learners can be
encouraged to link together patterns that show similarities, but need to be warned
against making false analogies.

1.2.4  Conclusion

It would be difficult to overestimate Homby's achievement in A Guide to
Patterns and Usage in English. The amount of detailed observation in the_book
is impressive, and the priority given to pattern over structure represents a radical
reinterpretation of grammar from the point of view of the learner rather than the
academic. It is perhaps an indication of the unusual quality of Hornby’s work
that it could be superseded only when technology gave us electronic corpora that
allow the details missing from Hornby's classifications to be fleshed out.

1.3 Lexical phrases
Perhaps one reason for the comparative neglect of Homby’s work in language

description is that he deliberately blurred the distinction between lexis and
grammarvérereas theories since the fifties have tended to prioritise either one or

L Cpprt phe other{ Both sgructuralism and Chomsky's work (largely) treated grammar as

a system independent of lexis. On the other side of the coin, since _the 1970s
there has been an increasing emphasis, in both theoretical and applied linguistics,
on lexis rather than grammar as the central principle of language. In this section
we look at work in the area of lexis which has added to the perception of the
phrageological nature of language. _
mélis by now a truism that a large amount of language encountered is not
conStructed from ‘basic’ structures and a lexicon, but occurs in sequences of
morphemes that are more or less fixed in form. These sequences are called,
variously, “lexical phrases” (Nattinger and DeCarrico 1989, 1992), “composites”
(Cowie, following Mitchell in Cowie 1988), “gambits” (Keller in Cowie 1988),
“routine formulae” (Coulmas in Cowie 1988), “phrasemes™ (MelZuk 1988, 1995),
“prefabricated routines and patterns” (Krashen [981), “sentence stems” (Pawley
and Syder 1983), “formulae” (Peters 1983), and “formulaic language” (Weinert
1995; Wray 1999). The research in this aspect of language comes from three



amas:\laci/c_g_ap_hx, language teaching, and gsycholinguistics. Common concerns
are: the_frequency and therefore importan exical phrases, the varying

degrees to which lexical phrases are open to variation in wording, the functions
of lexical phrases, and the importance of lexical phrases to a model of language

that gives lexis and grammar equal priority.

1.3.1  The lexicagraphical perspective

Phrases of any kind pose a problem for the lexicographer in that they do not fit
comfortably into the alphabetical headword list of the traditional dictionary.
There is a time-honoured concern with ‘idioms’, that is, phrases which cannot be
analysed or transformed according toWe.g. He kicked the
bucket but not They kicked the bucket. 1e bucket was kicked (by him)), and
whose meaning cannot be derived from their component parts (the meaning of
kick the bucket cannot be derived from a knowledge of the meaning of kick and
of bucket). However, as Meltuk (1995:167) points out, idioms are only one
small part of the total set of phrases which are, to some extent, ‘fixed’. Moon
(1992), for example, distinguishes between three types of so-called ‘fixed
expressions’:

a. ‘anomalous collocations’, which include examples such as by and large or
through thick and thin, which cannot be analysed according to the normal rules
governing English, in that a preposition (by) and an adjective (large) are not
normally able to be coordinated, and adjectives such as thick and thin cannot
normally occur as the completive of a preposition. Also included in this category
are examples such as kith and kin in which one of the components ‘is fossilised
within that particular collocation’: kith, for example, is found only in this phrase.
b. “formulae’ such as proverbs, slogans, quotations, gambits, and closed-set turns,
as in You've never had it so good and Shut your mouth. These items are in no
waty anomalous with respect to the language as a whole,

c. *fossilised or frozen metaphors’: the ‘pure idioms’ such as skate on thin ice or
spill the beans. These items are anomalous only in the sense that they cannot be

- manipulated grammatically, thus each part of the idiom (skate, thin, ice, spill,

beans) is not treated by speakers as a separate lexical item, but as part of a phrase.

Meltuk (1988, 1995) proposes a complex set of what he calls ‘non-free phrases’
or ‘phrasemes’, each of which is ‘fixed’ in a particular way. According to
Meluk, a phrase is free “if and only if all its semantic and syntactic properties
are completely determined by the respective properties of its constituent lexemes
(and by the general rules of syntax)” (1988: 169). All other phrases are non-free.
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He distinguishes between types of phraseme using formulae based on how
transparent the meaning of the phrase is. In true idioms such as shoot the breeze.
the meaning is not derivable from the constituents of the phrase; in collocations,
or ‘semiphrasemes’ such as crack a joke, the meaning of one constituent (joke)
is derivable from the general lexicon, but the meaning of the other constituent
(crack) is determined by this particular collocation; in ‘quasi-phrasemes’ such as
start a family, the meaning of the whole includes the meaning of both start and
family, but includes also a further meaning: ‘have one’s first child’. In addition,
he notes the-existence of what he calls ‘pragmatemes’, that is, phrases which are
transparent in meaning, but which are fixed in the sense that by convention one
wording is consistently chosen over other possible alternatives in any given
situation. He cites as an example the conventional phrase Best before [date], used
on food containers, which is consistently chosen in preference to, say, To be
consumed before... or Don't use after..., each of which would be roughly
equivalent in meaning.

For lexicographers, then, there appear to be two main questions with respect
to lexical phrases: how fixed are they? and what is their relation to the grammar
and lexicon of the language? This presupposes what MelCuk, with his distinction
between ‘free’ and ‘non-free’ phrases, makes explicit: that lexical phrases
compose only a part of the language as a whole, leaving the rest of the language
to be described in other ways. The oddness of this becomes apparent when we
consider Meltuk’s category of ‘collocation’. Collocation is to be accounted for
in terms mlmﬁ meaning of one of the items is tied
to its co-occurrence with the other item. Thus crack a joke is a non-free phrase
but tell a joke and make a joke, presumably, are free phrases. Yet crack, tell and
make all collocate with joke. Among the significant collocates of the noun joke(s)
in the Bank of English, for example, are the following (figures show the t-score
which indicates how significant this collocate is for the node-word joke; see p. 231):

telling 14.6
make 13.9
tell 13.6
making 13.1
told 12.2
made 12.1
cracking 10.5
cracked 7.9
crack 7.8
makes 7.2
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For the speaker wishing to talk about jokes, there is a limited set of verbs
available. Neither crack, make nor tell represents a free choice: all are con-
strained by collocation, and in each case the precise meaning of the verb is
determined by that collocation.

1.3.2  Language teaching

The second perspective from which lexical phrases have been investigated is that
of language teaching and learning. Writers in this field include Pawley and Syder
(1983), Nattinger and DeCarrico (1989, 1992), and mere recently, Lewis (1993)
and Willis (1990).
Researchers who are interested in language teaching place importance upon
Wause of their frequency and their importance to a ‘nativelike’
__production of the languagc Pawley and Syder (1983: 191} argue that “fluent and
“diomatic control of a ‘I}nngumfto a considerable extent on knowledge of a
body of ‘sentence stems’ which are ‘institutionalized’ or ‘lexicalized’”. The
relative fixedness of the phrases, they suggest, allows speakers to concentrate on
other aspects of discourse, and thus to achieve the fluency that we associate with
native speakers. They define lexicalised sentence stems thus:

" A lexicalized sentence stem is a unit of clause length or longer whose gram-
matical form and lexical content is wholly or largely fixed; its fixed elements
form a standard label for a culturally recognized concept, a term in the
language (Pawley and Syder 1983:191).

Nattinger and DeCarrico (1989: 118) offer a similar definition of what they call
lexical phrases: “These phrases are patterned sequences, usually consisting of a
syntactic frame that contains slots for various fillers, and run the gamut from
completely fixed, unvarying phrases to phrases that are highly variable”. In a
later work they add that lexical phrases are fixed in their functional application,
as well as in their form (Nattinger and DeCarrico 1992: 11).

For researchers in the field of language teaching, then,@ical phrases are
important because they should allow language learners to produce language that
is phraseologically similar to that of native speakers and to produce language
without undue hesitation or disfluency, is assumes, of course, that learners
wish to sound similar to native speakers: this will be discussed further in
Chapter 9.) Cowie (1992: 10) comments that

It is impossible to perform at a level acceptable to native users, in writing or
speech, without controlling an appropriate range of multiword units. Moreover,
the demands of creative expression in the foreign language rests, as it does for
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native speakers and writers, on prior knowledge of a repertoire of such
EXPressions.

Lexical phrases are typically said to occupy a position ‘between’ lexis and

syntax. Nattinger and DeCarrico (1989: 118) assert:
ulti-word lexical phenomena ... exist somewhere between the traditional poles

of lexicon and syntax. They are similar to lexicon in being treated as a unit, yet
most of them consist of more than one word, and many of them can at the same
time be derived from the regular rules of syntax, just like other sentences.

Pawley and Syder (1983: 217) suggest that they need to be described both as indi-
vidual items (as lexical items) and as if they were created from rules of grammar:

If the native speaker knows certain linguistic forms in two ways, both as
lexical units and as products of syntactic rules, then the grammarian is obliged
to describe both kinds of knowledge; anything less would be incomplete.

We will return to the relationship between lexis and grammar in the discussion
of the work of psycholinguists below.

1.3.3  Psycholinguistics

The concern of psycholinguists is how expert speakers of a language store and
retrieve the language system, and how learners (of a first or second language)
acquire the language. It is argued that lexical phrases play an impqnam role in
both processes, though there is substantial disagreement about this (see Weinert
1995; Wray 1999 for comprehensive reviews). Nattinger and DeCarrico (1989: 132)
speculate that second language learners may acquire phrases which then provide
the evidence for the learners’ analysis of the language:

Lexical phrases may also provide the raw material itself for language acquisi-
tion. .. Later, on analogy with many similar phrases, they [learners] break these
chunks down into sentence frames that contain slots for various fillers...

Krashen, on the other hand, suggests that the acquisition of prefabricated routines
(such as how are you) and prefabricated patterns (such as down with or
thatsa ) proceeds independently of what he calls the ‘creative construc-
tion process’, and that routines and patterns do not necessarily feed into the more
important creative Janguage.|He concludes that “[t]he use of routines and patierns
is certainly a part of language, but it is probably not a large part” (Krashen 1981: 98)
and that “tJhe available evidence indicates that routines and patierns are essentiaily

and fundamentally different from creative language” (Krashen 1984+-69),
Peters, from the point of view of first language development, disagrees (and

.
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see Nattinger and DeCarrico 1992:24-29 for a review of work in this area).
Contrasting her own work with that of Krashen, she proposes “that formulaic
speech ... is merely a facet of creative langnage” (Peters 1983: 4). She argues
that children begin by acquiring phrases, rather tha
thes ysed into a system. She points out that, for the child, phrases

chful data than words or syntactic systems:

It is not a dictionary of morphemes that the child is exposed to, but rather an

_T_intermittent stream of speech sounds containing chunks, often longer than a
single word, that recur with varying frequency. It is out of this stream of
unknown meaning and structure that the child must attempt to capture some
pieces in order to determine their meaning and to preserve them for future use
(Peters 1983: 5).

For some writers (e.g, Langacker 1987 cited in Weinert 1995) the distinction
between formula and creativity is not a dichotomy but a continuum. Weinert
(1995:;198) points out that this view leads to a theory of language production as
comprising several distinct components, in place of the more conventional view
that & single explanation may be found for it: “The view of language as a
formulaic-creative continuum suggests that the units of knowledge and produc-
tion may vary, including fixed formulas, mini-grammars, and general rules”.
The issue relates to language storage as well as to language acquisition.

eters argues that adult speakers of a language store the language in phrases, as
well as in the Torm of wordq and syntactic rules. Becker (1975:72, cited in

_ Nattinger and DeCamco 1989: 119) concurs, in a passage that is similar in

ésSence to Francis’ suggestion for how language is encoded (see Section 1.5):

éhe frequency of lexical phrases in performed speech implies] that the process
of speaking is Compositional: We start with the information we wish to
express or evoke, and we haul out of our phrasal lexicon some patterns that
can provide the major clements of this expression. Then the problem is to
stitch these phrases together into something roughly grammatical, to fill in the
blanks with the particulars of the case at hand, to modify the phrases if need
be, and iF all else fails to generate phruses from serateh to smooth over the

* transitions and fill in any remaining conceptual holes. )

Ml%'('l%& 75; see also Wray and Perkins 2000) refers to this approach as
a more general theory of language performance:

Many theories of language performance suggest that vocabulary is stored
redundantly, not only as individual morphemes, but also as parts of phrases, or
evon ax longer metorized chunks of spooch, and that it is oftentinies retrieved
from memory as these preassembled chunks (Bolinger 1975).
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Peters (1983: 90) concurs that ‘dual storage’, that is, having phrases available in
memory as single (lexical) items, as well as the syntactic rules that allow them
to be created, leads to redundancy in language knowledge. This in turn, she
suggests, implies a fluidity between lexis and syntax:

...[Tlhere is considerable redundancy in the storage of both lexical and
syntactic information. The relation between syntax and lexicon may therefore
be more fluid than is usually supposed: Under some circumstances an expres-
sion may be retrieved from the lexicon as a single unit; under others it may be
constructed from partially assembled pieces in the lexicon, requiring somewhat
more syntactic processing; under yet other circumstances it may be constructed
de novo from morphemes. Syntax and lexicon are thus seen to be complemen-
tary in a dynamic and redundant way. The same information may be present
in both, in different forms...

This argument sounds somewhat similar to Sinclair’s assertion that “[t}he
evidence now becoming available casts grave doubts on the wisdom of postulat-
ing separate domains of lexis and syntax” (Sinclair 1991: 104; see Section 1.4 for
full discussion). It is worth pointing out, however, that the two positions are
different. Peters does not disagree with the distinction between syntactic rules,
which offer an abstract, very productive, system for the production of all possible
sentences in a language, and the lexicon of that language. She simply argues that
the speaker’s mind may store certain items both lexically (as single items) and
syntactically (as the product of the operation of rulee) The *fluidity’ she identifies
refers to how the speaker encodgs.en different occasions, rather than to the
description of the language itse @‘- $ position is_more radicak-and relates
to the description of the language rather than to how speakers might encode. He
argues that syntactic rules account for only a ‘minimal past.of-the -grammar-of-a
language, and that the more | 1myonam part_is composed.of the phraseological
constraints upon mdwtdunl lexical items. Thus, syntax is not a system indepen-

dent of lexis: lexis and syntax must, ultimately, be described together.

1.3.4  Lexicul phruses and o pattern grammar )
{

It may seem that this discussion of lexical phrases has strayed a long way from
the central concern of a pattern approach to grammar. There are two reasons for
this digression. Firstly, the work on lexical phrases, much of which took place
before language corpora were commonplace, in a sense prefigutes Sinclair’s work
on collocation and the ‘idiom principle’ (see Section [.4Y#Re availability of
corpora allows us to identify with some certainty the frequently-oceurring
sequences of items that the lexicographers, language teachers, and psycholinguists
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discussed in this section could identify only through intuition (see J. Willis 1997
for a discussion of the unreliability of intuition in this respect). In addition,
placing the lexical item and its patterning centre-stage, as it were, breaks down
the distinction which the concern for lexical phrases maintained: the distinction
between what MelCuk called free and non-free phrases. The work of Sinclair and
other corpus linguists suggests that «// language is patterned, that there is no such
thing as a free phrase, and that m'l'ﬁﬁz'lgy—.gﬁe study of lexical phrases can
simply be subsu into a more general description of language.

Secondly, and more specifically, it is important to note that the grammar.

P{";ﬁggﬁ_‘ﬁ)&ﬁéd_ in_the rest of this book are in a sense examples of lexical
phrases.- Although none of the writers we have discussed here mention phrases

that we would call the product of grammar patterns, phrases such as it is hard to
believe that..., be interested in..., the fact that... or apologise to ___for __ing
surely come wnthm the remit of lexical phrases. Writers on lexical phrases and

On_grammar patterns. it might be argued, seck to account for the _some of the

same evidence in different ways,

It would be wrong to suppose, however, that grammar patterns are simply
a special case of lexical phrases. Collections of lexical phrases are, ultimately,
fairly random lists of phrases, organised either according to their relative
fixedness, or to their function (discourse organising, opinion-giving and so on),
or to one of their core words (see Pawley and Syder 1983 for examples of
phrases with think). They are an attempt to account for a portion only of the
lexicon. Grammar patterns, on the other hand, constitute an attempt to describe
the whole of the language (or rather, all the frequently-occurring items in the
language) in a principled way, and the lists of words collected in a given pattern
are not random. The two approaches are far apart theoretically and in terms of
language description in general.

1.4 Sinclair: Corpus Concordance Collocation
1.4.1  Corpus-driven language description

This section reviews the work of Sinclair, largely as it appears in the book
Corpus Concordance Collocation (1991). This book is about more than it seems;
from a handful of deceptively simpie examples Sinclair sets out an agenda for a
radical departure in the description of English.

Sinclair’s work differs from that of other linguists in that he prioritises a
method, or group of methods, and a kind of data rather than a theory. This
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approach is what has come to be known as corpus linguistics: a way of investi-
gating language by observing large amounts of naturally-occurring, electronical-
ly-stored discourse, using software which selects, sorts, matches, counts and
calculates. The data that is the basis for this differs from that used with other
methods of linguistic investigation in five respects:

The data is authentic;

The data is not selected on linguistic grounds;

There is a lot of data;

The data is systematically organised;

The data is not annotated in terms of existing theories.

Each of these features may be stated as a principle, and is discussed in turn below.

\The data is authentic&e observation of actually-occurring langoage may
be contrasted with introspection and intuition as ways of obtaining information
about how language work§>\s Sinclair points out (1991:39): “It has been
fashionable among grammarians for many years now to introspect and to trust
their intuitions about structure...”. He is, however, critical of the reliability of
such intuition as an accurate reflection of language in use:

...the contrast exposed between the impressions of language detail noted by
people, and the evidence compiled objectively from texts is huge and systemat-
jc. Tt leads one to suppose that human intuition about language is highly
specific, and not at all a good guide to what actually happens when the same
people actually use the language (Sinclair 1991:4).

\

As a result of this, Sinclair (1991:4) argues that “Their [intuition-led grammari-
ans] study has ... been more about intuition than about language” and states what

has become a commonplace: tQ_@d_onLahggLﬂlg_lgnguggg_gh_aLpeople actually

use, one must obserjghe’lgrmgg:_\ha_m use.
~—TFrancis and Sifclair (1994: 197) quote the identification of ergative verbs us

an example of the superiority of authentic data over intuition. They argue that it
is not possible to tell whether a given verb is used ergatively or not simply by
consulting intuition, and they cite the verb clarify as an instance: the authors
could not determine through intuition whether this was an ergative verb or not.
Consultation of a corpus of authentic English solved the problem, as clarify was
found being used transitively in examples such as She clarified the situation and
intransitively in examples such as The situation clarified, and could EhUS be
classified as an ergative verb.

mermck&mrhngﬂfmnm&dr Sinclair is by no means wnique

in advocating.a reliance on authentic language as data. Halliday and other
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proponents of Systemic-Functional Grammar, for example, typically derive their
analytical categories from instances of actually-occurring discourse. Indeed, it
would scarcely be possible to propose a grammar as social-semiotic (Halliday
1978) without taking as its starting-point language in actual use.

For most grammarians and other linguists, however, data is selected because
it illustrates a particular language point. The grammarian cites observed instances
of language in use that have caught his/her eye or ear. Sinclair (1991: 100)
comments that: “This method is likely to highlight the unusual in English and
perhaps miss some of the regular, humdrum patterns.”

In other words, where instances of language are selected for analysis
precisely because they strike the linguist as interesting, they are likely to
exemplify the unusual rather than the mundane. Of course all language data is
selected, but the texts that go into a corpus are chosen because they play a
particular social role, rather than because they demonstrate a peculiarity of usage
(see, for example, Renouf 1987).

There is a lot of datg, Perhaps what is most striking about the data that
Simm;agnguists, uses is ts quantity. Even the earliest corpora
consisted of around 1 million words of running text (Leech 1991: 10), far more
than most linguists use as data. The corpus that Sinclair describes in Corpus
Concordance Collocation consisted of just over seven million words; the current
(1997) Bank of English corpus consists of over 300 million words. As a corpus
gets bigger, it is possible to describe more and more accurately items of less and
less frequency. For this reason, no corpus is really big enough, and no corpus
could be too big (provided that other issues, such as spread of sources, are also
taken into account; see Leech 1991). Limitations of size are imposed by storage
considerations, and by the problems of devising software that can search, sort
and count very large number of items quickly, but these are problems of
hardware and software, not problems of language description.

Sinclair’s argument that ‘bigger is always better’ relies on the assertion that
in this case quantity is also quality. He says (1991: 4): “... the ability to examine
large text corpora in a systematic manner allows access to a quality of evidence
that has not been available hefore”, and observes dryly that “[t]he language looks
rather different when you look at a lot of it at once™ (1991:100). But why
should quantity be quality? The difference between looking at a lot of data and
a little, is that when a lot of data is examined, conclusions as to frequency can
be drawn. Sinclair (1991: 4) draws attention to two observations about language
which cannot be made without recourse to frequency information: firstly that
some sequences of words co-occur surprisingly often, given that every utterance
or wrilten sentence spontancously produced is unique; secondly, and in contrast,
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that even so-called fixed expressions demonstrate surprising amounts of variability
(cf. Moon 1994; 1998).
These observations are not peripheral to the serious business of grammatical

- description but challenge its very heart. Sinclair contradicts the ‘received

wisdom’ that a small corpus is sufficient for doing grammar (an argument later
propounded by Carter and McCarthy 1995: 143) by arguing that “[t}he new
evidence suggests that grammatical generalizations do not rest on a rigid
foundation, but are the accumulation of the patterns of hundreds of individual
words and phrases” (1991: 100).

Sinclair’s choice of the word ‘generalizations’ is significant here, in that it
contrasts with those approaches to grammar that expound an abstract ‘langue’ or
system that in some way underlies actual instances of language use. For Sinclair.
it appears, there is no system setting the parameters of what may be said or
written, only a set of generalisations capturing the essence of what has been said
or written. Systemic-Functional terminology might be borrowed to rephrase this:
language is not & system that is realised in actual instances, bul a set of actual
instances that may be regarded as construing an approximate and ever-changing
system. Such a construal stems from the interpretation of hundreds of observa-
tions, made possible by the sheer amount of data available.

One of the outcomes of using large quantities of data is that some of it may
be discarded, in the sense that instances of word-play or language that is strange
because it is being used in strange circumstances, are deliberately ignored in
terms of the general description of the language (Sinclair 1991: 99), though they
may form the focus of studies of a different kind (e.g. Louw 1993, 1997). This
is a different approach from that of many grammars, which concentrates on what
is possible, not on what is frequent. Obviously, the view of what is of minor
importance changes as the corpus gets bigger, and might differ according to the
perceived audience for the description, but the point about a very large corpus is
that it enables the observer to see what is ‘central and typical’ (Hanks 1987) and
distinguish that from the less frequent usage. Sinclair (1987: 108) distinguishes
between the typical and the possible thus:

For examplc, it is significant if, in several hundred instances of the base form

of a verb, none signal the imperative. This is not to say that in the ethercal

world of theoretical, school or traditional grammar the imperative of that verb

is ‘impossible’.
The data is systematically organised. Data alone is not enough, however. The
greater the amount of data, the greater the need for organisation. Faced with a
corpus containing hundreds of millions of words and no systematic organisation,



