Springer Texts In Statistics

E. L. Lehmann

Elements of
Large-Sample
' "Theory

RAEARIE IR EA

-
Sl

. Z0W ¥ L)
Springer WWww.wpcbj.com.cn




E.L. Lehmann

Elements of
Large-Sample Theory

With 10 Figures

@ Springer



E.L. Lehmann
Department of Statistics
367 Evans Hall #3860
University of California
Berkeley, CA 94720-3860

USA

Editorial Board

George Casella Stephen Fienberg Ingram Olkin
Department of Statistics Department of Statistics Department of
University of Florida Carnegie Mellon Statistics
Standford, University Stanford University
USA Pittsbourgh, PA 15213 Stanford, CA 94305

USA USA

Library of Congress Cataloging-in-Publication Data

Lehmann, E.L. (Erich Leo), 1917-
Elements of large-sample theory / Erich Lehmann.
p. cm.—(Springer texts in statistics)

Includes bibliographical references and index.

1. Sampling (Statistics). 2. Asymptotic distribution (Probability theory)
3. Law of large numbers.
I. Title. II. Series.
QA276.6.LA45 1998
519.5'2—dc21 98-34429

ISBN 0-387-98595-6

© 1999 Springer Science+Business Media, Inc.

All rights reserved. This work may not be translated or copied in whole or in part
without the written permission of the publisher (Springer Science+Business Media,
Inc., 233 Spring Street, New York, NY 10013, USA), except for brief excerpts in con-
nection with reviews or scholarly analysis. Use in connection with any form of infor-
mation storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now know or hereafter developed is forbidden.

The use in this publication of trade names, trademarks, service marks and similar
terms, even if the are not identified as such, is not to be taken as an expression of
opinion as to whether or not they are subject to proprietary rights

9 8 7 6 5 4 (corrected third printing 2004)

This reprint has been authorized by Springer-Verlag (Berlin/Heidelberg/New York) for sale
in the Mainland China only and not for export therefrom.



EEERME (CIP) 8\

KAEZ B HAY = Elements of Large-Sample Theory ;
BWX/ (X)) BE (Lehmann, E. L) F. —FHE.
—dtE: HAREBBRABIEEAT, 2010.2

ISBN 978-7-5100-0494-0

I.OK- I. 0% II. ORAEE (4% —%X

V. ®0212.2

" ERRA B 4348 CIP $iE T (2010) 55010551 5

B #: Elemenis of Large-Sample Theory
% & E. L. Lehmann

fiFE E: REERTEISER

HESHRE: TE NE

H AR & HARAEBHRERARLEAF
Rl & =/WEHEDPFAHEMRAE

£ 7. HAEBHEARILEAR (EE#SIRAE 1372 100010)
BERmiiS:  010-64021602, 010-64015659
BFEHE:  kb@ wpchj. com. cn

F x: 247

B gk 27

BR k. 2010401 A

REMEE: . 01-2009-1078

978-7-5100-0494-0/0 - 709 E #r: 65.00 T




Springer Texts in Statistics

Advisors:
George Casella Stephen Fienberg Ingram Olkin



Springer Texts in Statistics

Alfred: Elements of Statistics for the Life and Social Sciences

Berger: An Introduction to Probability and Stochastic Processes

Bilodeau and Brenner: Theory of Multivariate Statistics

Blom: Probability and Statistics: Theory and Applications

Brockwell and Davis: An Introduction to Times Series and Forecasting

Chow and Teicher: Probability Theory: Independence, Interchangeability,
Martingales, Third Edition

Christensen: Plane Answers to Complex Questions: The Theory of Linear
Models, Second Edition

Christensen: Linear Models for Multivariate, Time Series, and Spatial Data

Christensen: Log-Linear Models and Logistic Regression, Second Edition

Creighton: A First Course in Probability Models and Statistical Inference

Dean and Voss: Design and Analysis of Experiments

du Toit, Steyn, and Stumpf: Graphical Exploratory Data Analysis

Durrett: Essentials of Stochastic Processes

Edwards: Introduction to Graphical Modelling, Second Edition

Finkelstein and Levin: Statistics for Lawyers

Flury: A First Course in Multivariate Statistics

Jobson: Applied Multivariate Data Analysis, Volume I: Regression and
Experimental Design

Jobson: Applied Multivariate Data Analysis, Volume II: Categorical and
Multivariate Methods

Kalbfleisch: Probability and Statistical Inference, Volume I: Probability,
Second Edition

Kalbfleisch: Probability and Statistical Inference, Volume II: Statistical
Inference, Second Edition

Karr: Probability

Keyfitz: Applied Mathematical Demography, Second Edition

Kiefer: Introduction to Statistical Inference

Kokoska and Nevison: Statistical Tables and Formulae

Kulkarni: Modeling, Analysis, Design, and Control of Stochastic Systems

Lehmann: Elements of Large-Sample Theory

Lehmann: Testing Statistical Hypotheses, Second Edition

Lehmann and Casella: Theory of Point Estimation, Second Edition

Lindman: Analysis of Variance in Experimental Design

Lindsey: Applying Generalized Linear Models

Madansky: Prescriptions for Working Statisticians

McPherson: Applying and Interpreting Statistics: A Comprehensive Guide,
Second Edition

Mueller: Basic Principles of Structural Equation Modeling: An Introduction to

LISREL and EQS
(continued after index)



To Julie



Preface

The subject of this book, first order large-sample theory, constitutes a co-
herent body of concepts and results that are central to both theoretical and
applied statistics. This theory underlies much of the work on such differerit
topics as maximum likelihood estimation, likelihood ratio tests, the boot-
strap, density estimation, contingency table analysis, and survey sampling
methodology, to mention only a few. The importance of this theory has
led to a number of books on the subject during the last 20 years, among
them Ibragimov and Has’minskii (1979), Serfling (1980), Pfanzagl and We-
fimeyer (1982), Le Cam (1986), Riischendorf (1988), Barndorff-Nielson and
Cox (1989, 1994), Le Cam and Yang (1990), Sen and Singer (1993), and
Ferguson (1996).

These books all reflect the unfortunate fact that a mathematically com-
plete presentation of the material requires more background in probability
than can be expected from many students and workers in statistics. The
present, more elementary, volume avoids this difficulty by taking advan-
tage of an important distinction. While the proofs of many of the theorems
require a substantial amount of mathematics, this is not the case with the
understanding of the concepts and results nor of their statistical applica-
tions. :

Correspondingly, in the present introduction to large-sample theory, the
more difficult results are stated without proof, although with clear state-
ments of the conditions of their validity. In addition, the mode of probabilis-
tic convergence used throughout is convergence in probability rather than
strong (or almost sure) convergence. With these restrictions it is possible
to present the material with the requirement of only two years of calculus



viii Preface

and, for the later chapters, some linear algebra. It is the purpose of the
book, by these means, to make large-sample theory accessible to a wider
audience.

It should be mentioned that this approach is not new. It can be found
in single chapters of more specialized books, for example, Chapter 14 of
Bishop, Fienberg, and Holland (1975) and Chapter 12 of Agresti (1990).
However, it is my belief that students require a fuller, more extensive treat-
ment to become comfortable with this body of ideas.

Since calculus courses often emphasize manipulation without insisting on
a firm foundation, Chapter 1 provides a rigorous treatment of limits and
order concepts which underlie all large-sample theory. Chapter 2 covers the
basic probabilistic tools: convergence in probability and in law, the central
limit theorem, and the delta method. The next two chapters illustrate the
application of these tools to hypothesis testing, confidence intervals, and
point estimation, including efficiency comparisons and robustness consider-
ations. The material of these four chapters is extended to the multivariate
case in Chapter 5.

Chapter 6 is concerned with the extension of the earlier ideas to statistical

functionals and, among other applications, provides introductions to U-
statistics, density estimation, and the bootstrap. Chapter 7 deals with the
construction of asymptotically efficient procedures, in particular, maximum
Ekelihood estimators, likelihood ratio tests, and some of their variants.
Finally, an appendix briefly introduces the reader to a number of more
advanced topics.
. An important feature of large-sample theory is that it is nonparametric.
Its limit theorems provide distribution-free approximations for statistical
quantities such as significance levels, critical values, power, confidence co-
efficients,.and so on. However, the accuracy of these approximations is not
distribution-free but, instead, depends both on the sample size and on the
underlying distribution. To obtain an idea of the accuracy, it is necessary
to supplement the theoretical results with numerical work, much of it based
on simulation. This interplay between theory and computation is a crucial
aspect of large-sample theory and is illustrated throughout the book.

The approximation methods described here rest on a small number of
basic ideas that have wide applicability. For specific situations, more de-
tailed work on better approximations is often available. Such results are not
included here; instead, references are provided to the relevant literature.

This book had its origin in a course on large-sample theory that I gave
in alternate years from 1980 to my retirement in 1988. It was attended
by graduate students from a variety of fields: Agricultural Economics, Bio-
statistics, Economics, Education, Engineering, Political Science, Psychol-
ogy, Sociology, and Statistics. I am grateful to the students in these classes,
and particularly to the Teaching Assistants who were in charge of the asso-
ciated laboratories, for many corrections and other helpful suggestions. As
the class notes developed into the manuscript of a book, parts were read
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at various stages by Persi Diaconis, Thomas DiCiccio, Jiming Jiang, Fritz
Scholz, and Mark van der Laan, and their comments resulted in many im-
provements. In addition, Katherine Ensor used the manuscript in a course
on large-sample theory at Rice University and had her students send me
their comments.

In 1995 when I accompanied my wife to Educational Testing Service
(ETS) in Princeton, Vice President Henry Braun and Division Head Charles
Davis proposed that I give a course of lectures at ETS on the forthcoming
book. As a result, for the next 2 years I gave a lecture every second week
to an audience of statisticians from ETS and the surrounding area, and in
the process completely revised the manuscript. I should like to express my
thanks to ETS for its generous support throughout this period, and also
for the help and many acts of kindness I received from the support staff in
the persons of Martha Thompson and Tonia Williams. Thanks are also due
to the many members of ETS who through their regular attendance made
it possible and worthwhile to keep the course going for such a long time.
Special appreciation for their lively participation and many valuable com-
ments is due to Charles Lewis, Spencer Swinton, and my office neighbor
Howard Wainer.

I should like to thank Chris Bush who typed the first versions of the
manuscript, Liz Brophy who learned LaTeX specifically for this project
and typed the class notes for the ETS lectures, and to Faye Yeager who
saw the manuscript through its final version.

Another person whose support was crucial is my Springer-Verlag Editor
and friend John Kimmel, who never gave up on the project, helped it along
in various ways, and whose patience knows no bounds.

Many thanks are due to David Hunter, Ramani Pilla and their students
for their very careful reading of the book and for finding a large number of
erTors. :

My final acknowledgment is to my wife Juliet Shaffer who first convinced
me of the need for such a book. She read the early drafts of the manuscript,
sat in on the course twice, and once taught it herself. Throughout, she gave
me invaluable advice and suggested many improvements. In particular, she
also constructed several of the more complicated figures and tables. Her
enthusiasm sustained me throughout the many years of this project, and
to her this book is gratefully dedicated.

Erich L. Lehmann
Berkeley, California
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1
Mathematical Background

Preview

The principal aim of large-sample theory is to provide simple approxima-
tions for quantities that are difficult to calculate exactly. The approach
throughout the book is to embed the actual situation in a sequence of
situations, the limit of which serves as the desired approximation.

The present chapter reviews some of the basic ideas from calculus re-
quired for this purpose such as limit, convergence of a series, and continu-
ity. Section 1 defines the limit of a sequence of numbers and develops some
of the properties of such limits. In Section 2, the embedding idea is intro-
duced and is illustrated with two approximations of binomial probabilities.
Section 3 provides a brief introduction to infinite series, particularly power
series. Section 4 is concerned with different rates at which sequences can
tend to infinity (or zero); it introduces the o, =, and O notation and the
three most important growth rates: exponential, polynomial, and logarith-
mic. Section 5 extends the limit concept to continuous variables, defines
continuity of a function, and discusses the fact that monotone functions
can have only simple discontinuities. This result is applied in Section 6
to cumulative distribution functions; the section also considers alternative
representations of probability distributions and lists the densities of prob-
ability functions of some of the more common distributions.



2 1. Mathematical Background
1.1 The concept of limit

Large-sample (or asymptotic*) theory deals with approximations to prob-
ability distributions and functions of distributions such as moments and
quantiles. These approximations tend to be much simpler than the exact
formulas and, as a result, provide a basis for insight and understanding
that often would be difficult to obtain otherwise. In addition, they make
possible simple calculations of critical values, power of tests, variances of
estimators, required sample sizes, relative efficiencies of different methods,
and so forth which, although approximate, are often accurate enough for
the needs of statistical practice.

Underlying most large-sample approximations are limit theorems in which
the sample sizes tend to infinity. In preparation, we begin with a discussion
of limits. Consider a sequence of numbers a,, such as

1 12345

1.1.1 =1-=(n= L) 0,22 2 2.
( ) Qn 1 n(n 1,2; ) 0)2’3a ,5,6, ’
and

1 3815 24 35
(1'1'2) an:l_ﬁ(n=1v27"'): 0,1’5’1—"_3,3_’ ’
or, more generally, the sequences

1 1

(113) an=a—;andan=a—ﬁ

for some arbitrary fixed number a.

Two facts seem intuitively clear: (i) the members of both sequences in
(1.1.3) are getting arbitrarily close to a as n gets large; (ii) this “conver-
gence” toward a proceeds faster for the second series than for the first. The
present chapter will make these two concepts precise and give some simple
applications. But first, consider some additional examples.

The sequence obtained by alternating members of the two sequences
(1.1.3) is given by

a—% if n is odd,

(1.1.4) Qp =
a—;lg if n is even:
a—1la~ -~ a—l a—l a—1 a——l—
! 4’ 3 16’ 5’ 36

*The term “asymptotic” is not restricted to large-sample situations but is used quite
generally in connection with any limit process. See, for example, Definition 1.1.3. For
some general discussion of asymptotics, see, for example, DeBruijn (1958).
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For this sequence also, the numbers get arbitrarily close to a as n gets
large. However, they do so without each member being closer to a than
the preceding one. For a sequence an,n = 1,2,..., to tend to a limit a as
n — 00, it is not necessary for each a,, to be closer to a than its predecessor
@n_1, but only for a,, to get arbitrarily close to @ as n gets arbitrarily large.

Let us now formalize the statement that the members of a sequence
an,n = 1,2,..., get arbitrarily close to a as n gets large. This means
that for any interval about a, no matter how small, the members of the
sequence will eventually, i.e., from some point on, lie in the interval. If
such an interval is denoted by (a — €,a + €) the statement says that from
some point on, i.e., for all n exceeding some ng, the numbers a,, will satisfy
a— € < ap < a+ € or equivalently

(1.1.5) larn, — a| < € for all n > ny.

The value of ng will of course depend on ¢, so that we will sometimes write
it as ng(e); the smaller € is, the larger is the required value of ng(€).

Definition 1.1.1 The sequence a,,n = 1,2,..., is said to tend (or con-
verge) to a limit a; in symboals:

(1.1.6) a4, —aasn—0oo Or nlin(}oa,,,=a

if, given any € > 0, no matter how small, there exists ng = ng(e) such that
(1.1.5) holds.

For a formal proof of a limit statement (1.1.6) for a particular sequence
@n, it is only necessary to produce a value ng = ng(e) for which (1.1.5) holds.
As an example consider the sequence (1.1.1). Herea = 1 and a,—a = —1/n.
For any given ¢, (1.1.5) will therefore hold as soon as < e or n > 1. For
€ = 1/10,np = 10 will do; for € = 1/100,no = 100; and, in general, for any
¢, we can take for ng the smallest integer, which is > L.

In examples (1.1.1)—(1.1.4), the numbers a, approach their limit from
one side (in fact, in all these examples, a, < a for all n). This need not be

the case, as is shown by the sequence
-1 ifnisodd
(1.1.7) n = =1+ (-1)"
1+ ifniseven

S|=

It may be helpful to give an example of a sequence which does not tend
to a limit. Consider the sequence

0,1,0,1,0,1,...

given by a, = 0 or 1 as n is odd or even. Since for arbitrarily large n,a,
takes on the values 0 and 1, it cannot get arbitrarily close to any a for all
sufficiently large n.

The following is an important example which we state without proof.
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Example 1.1.1 The exponential limit. For any finite number c,
n
(1.1.8) (1 + E) — e% as n — oo.
n

To give an idea of the speed of the convergence of a,, = (1 + %)"’ to its limit
e, here are the values of a, for a number of values of n, and the limiting
value e(n = 0o) to the nearest 1/100.

TABLE 1.1.1. (1+ %)" to the nearest 1/100

n 1 3 5 10 30 50 100 500 oo
a, | 200 237 249 259 267 269 270 272 272

To the closest 1/1000, one has asgg = 2.716 and e = 2.718. O

The idea of limit underlies all of large-sample theory. Its usefulness stems
from the fact that complicated sequences {a,} often have fairly simple
limits which can then be used to approximate the actual a,, at hand. Table
1.1.1 provides an illustration (although here the sequence is fairly simple).
It suggests that the limit value ¢ = 2.72 shown in Table 1.1.1 provides a
good approximation for n > 30 and gives a reasonable ballpark figure even
for n as small as 5.

Contemplation of the table may raise a concern. There is no guarantee
that the progress of the sequence toward its limit is as steady as the tabu-
lated values suggest. The limit statement guarantees only that eventually
the members of the sequence will be arbitrarily close to the limit value, not
that each member will be closer than its predecessor. This is illustrated by
the sequence (1.1.4). As another example, let

1/y/n  if n is the square of an integer (n = 1,4,9,...)
(1.1.9) ap =
1/n  otherwise.

Then a, — 0 (Problem 1.7) but does so in a somewhat irregular fashion.
For example, for n = 90,91,. .. ,99, we see a, getting steadily closer to the
limit value O only to again be substantially further away at n = 100. In
sequences encountered in practice, such irregular behavior is rare. (For a
statistical example in which it does occur, see Hodges (1957)). A table such
as Table 1.1.1 provides a fairly reliable indication of smooth convergence
to the limit.
Limits satisfy simple relationships such as: if a,, — a,b,, — b, then

(1.1.10) ap+b, —a+b and a,—-b,—>a->b,

(1.1.11) an by —a-b
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and
(1.1.12) an/bp — a/b provided b # 0.

These results will not be proved here. Proofs and more detailed treatment
of the material in this section and Section 1.3 are given, for example, in
the classical texts (recently reissued) by Hardy (1992) and Courant (1988).
For a slightly more abstract treatment, see Rudin (1976).

Using (1.1.12), it follows from (1.1.8), for example, that

n
1 a
(1.1.13) (—+—%> —¢e®®asn — 0.
1+;

An important special case not covered by Definition 1.1.1 arises when a
sequence tends to co. We say that a, — oo if eventually (i.e., from some
point on) the a’s get larger than any given constant M. Proceeding as in
Definition 1.1.1, this leads to

Definition 1.1.2 The sequence a,, tends to oo; in symbols,

(1.1.14) a, o0 or lim ap, =00
n—oo

if, given any M, no matter how large, there exists ng = ng (M) such that
(1.1.15) an > M for all n > nyg.

Some sequences tending to infinity are
(1.1.16) a, =n” for any a > 0

(this covers sequences such as ¢/n = nl/3 /n=nl/2... and n?,n%,...);

(1.1.17) a, = e for any a > 0;
(1.1.18) an = logn, an, = /logn, a, = loglogn.

To see, for example, that logn — oo, we check (1.1.15) to find that logn >
M provided n > eM (here we use the fact that €!°8™ = n), so that we can
take for ng the smallest integer that is > eM.

Relations (1.1.10)-(1.1.12) remain valid even if a and/or b are +o00 with
the exceptions that co — 0o, 00 - 0, and co/oc are undefined.

The case a, — —0oo is completely analogous (Problem 1.4) and requires
the corresponding restrictions on (1.1.10)—(1.1.12).

Since throughout the book we shall be dealing with sequences, we shall
in the remainder of the present section and in Section 4 consider relations
between two sequences a, and b,,n = 1,2,..., which are rough analogs of
the relations ¢ = b and a < b between numbers.



