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PREFACE

This book is the resuit of a one-day seminar on *Safety and Risks in the Use of
Expert Systems’ which was held in Copenhagen on May 19th, 1988. The idea to have a
seminar about this topic evolved from the discussions in the *Sub-committee for
Computer Systems’ working under the auspices of the ’Committee on Risk Assessment’,
The 'Committee on Risk Assessment’ was appointed by a resolution in the Council of
the Danish Academy of Technical Sciences in February 1985 and started its work in
June the same year - so far for a period of three plus one years - with the following .

terms of reference:

) The object of the Committee is to promote risk assessment research and the
application of its results in Denmark.

o During fulfilment of this object, the Committee must initiate and coordinate
research p'rojects and coordinate the exchange of information between creators
and users of the results of risk assessment research within all professional
disciplines, including ensuring improved information about international risk
assessment research in Denmark.

0 Tne Commiittee is primarily meant to act as promoter and coordmator of
activities carried out under other auspices.

During the discussions in the sub-committee about the risk involved in the use of
computer systems, it became clear that expert systems as a new type of computer
systems might also represent a new, and potentially very large, source of risks. The
background for the seminar was a discussion about how expert systems have changed
from being a subject for research to the position where they are in practical use as
advice and support systems in industry and commerce. The essence of an expert system
is the ability to give advice and support in cases where the problems are incompletely
understood and very unstructured. This naturally raises some concerns about the safety
and reliability of their functioning. At the time there seemed to be little in the way of an
established position on how to answer these questions, and the seminar was therefore
organised to provide an overview of the main issues and current trends.

The seminarwas organised into two sessions which focussed on the theoretical
and practical aspects of safety and risk in the use of expert systems. Each session had
two invited speakers, and the book presents the extended version of these four prepared
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contributions, as well as an introduction to the subject and a summary based on the
discussions that took place during the seminar.

Acknowledgement is due to a number of people. First of all, the four invited
authors who accepted the challenge of presenting their view on Safety and Risk in the
Use of Expert Systems and who afterwards took the trouble together with their co-
authors to revise, and considerably extend, their presentations. One of them, Robert J.
Taylor, also served as a member of the o;ganising committee - in addition to being the
driving force in the sub-committee on computer systems. The other members of the
organising committee were Professor Palle Thoft-Christensen, Aalborg University
Center, and the scientific secretary of the "Committee on Risk Assessment’, Ms. Birthe
Schouby, who also took care of the practica! arrangements of the seminar. Thanks are
due to Dr. Jens Langeland-Knudsen who together with Professor Thoft-Christensen
chaired the sessions, and to Mr. Pierre Laraignou, who made sure that the presentations
and question & answer sessions were properly tape recorded, and who later did a good
job in transcribing parts of the recordings. And I would finally like to thank the
"’Committee on Risk Assessment’ with its chairman, Mr. Niels Hjort, who from the
beginning fully supported the idea of organising a seminar on this topic.

Erik Hollnagel

Copenhagen, December 18th, 1988



I: INTRODUCTION

Jens Langeland-Knudsen
Computer Resources International
" Vesterbrogade 1A, DK-1620 Copenhagen V, Denmark

I 'am very pleased to get this opportunity of saying a few words to open this
seminar. In looking at the topics on the agenda I remembered a short communication,
by E. Dijkstra, a well known computer scientist, which I read several years ago. In this
note he provided a characterisation of a number of different computer languages, which
I'would like to quote from memory. Generally, he was quite displeased with most of the
existing languages. About BASIC it was said that teaching it to anyone should be
considered a criminal offence. FORTRAN, in its turn, was compared to an infantile
disorder. And, of particular interest for today’s topicé, was the characterisation of PL-1
which was said to belong more to the problem set than to the solution set.

Turning towards the topic of today one may ask the same question about expert
systems, i.e. whether they belong more to the problem set than to the solution set. Or to
put it in a different, and more positive, way, one may ask whether the benefits of using
expert systems will justify the added complexity that they introduce. There should be no
doubt that I believe expert system are a great benefit in many ways. One must, however,
also accept that expert system' are complex beasts, at least when you are looking at the
life size expert system that are applied in real tasks rather than the ’toy’ expert system
that academics are so fond of. Another question one may ask is whether expert system
are mechanical devises like other human tools, or whether there is more in expert
systems than meet the eye. This is essentially the fundamental question that has always
been intriguing people, scientists or lay people alike, looking at expert S)"stem. In other
words, do these systems contain intelligence, and what may this intelligence be?

Taking a look at the invitation to the seminar I noticed that at least some of the
organisers appear to believe that expert systems might be something more than
mechanical tools. This is clear from some of the questions that are to be discussed
today, i.e. whether the advice of an expert system possibly can be dangerous, whether
the advice is good, whether it takes account of side-effects, traps and false assumptions,
etc. In my view these would be very strange requirements to put to a normal
‘mechanical’ type of system. (By mechanical 1 do not mean mechanical in the physical
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sense, but rather in the sense that normal software is mechanical.) So to me, at least,
Z . .

this indicates that expert systems might somehow be different from other &inds of

systems.

I believe that this makes evaluating the risks and potential beneﬁM
system more difficult than, say, for the kind of (mechanical) systems that we otherwise
deal with. But unfoftunately, or may be fortunately, I am not an expert in expert system.

-1 would therefore like to leave the word to the invited speakers, who willell us what
problems of safety and risks there really are in the use of expert system. '
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II: THE RELIABILITY OF EXPERT SYSTEMS
AN INQUIRY OF THE BACKGROUND

Erik Hollnagel
Computer Resources International A/S
Bregnergdvej 144, DK-3460 Birkergd, Denmgrk

1 INTRODUCTION

The title of this book is "The Reliability Of Expert Systems’, This title can be
interpreted in several ways. Considering the technical use of the term reliability in e.g.
reliability analysis or statistics the title can refer to the (unwanted) variability in system
performance and imply a look at how that may occur and which consequences it may
have for the use of the system. In general, a highly reliable system is one which performs
correctly according to specifications and where (unexplainable) performance variability
consequently is low; conversely, a system with low réliability is one where performance
variability is high. Considering a different meaning of the term, closer to the dictionary
definition, the title may refer to the trustworthiness of the expert system (e.g. Muir,
1987) and the soundness (or validity) of the knowledge processing mechanisms (the
rules) of it. And finally, the title may refer to the quality or adequacy of the expert
system as a system component, e.g. the risks it may introduce, the safety with which it
can be used, etc., cf. Chapter VI.

To simplify matters we shall just refer to the internal and external reliability of
an expert system. The internal reliability is used to characterise the way in which the
expert system works, i.e., the reliability of its internal functioning and mechanisms. This
is exemplified by problems found in the representation of knowledge, the combination
of numeric and semantic information, the handling of uncertainty and imprecision, and
the nature of the inference engines. Applying the concepts introduced in Chapter I, the
internal reliability corresponds to expert systems seen as part of the problem set.

- In contrast to that the external reliability represents the view of the expert
system that a user may have, i.e., how reliable the expert system is considered tobeasa
part of a solution. The typical problems here are how the expert system can be trusted
(in the sense of being reliable), how it functions as a component in a larger context, and
how the quality of its advices rates. The external reliability corresponds to expert



Reliability of Expert Systems Page 15
11 - Background

systems seen as part of the solution set.

The external reliability clearly depends on the internal reliability, although the
relationship is far from straightforward. In most cases it is, of course, reasonable to
assume that a high external reliability corresponds to a high internal reliability, and that
a low external reliability corresponds to a low internal reliability. But while a high
internal reliability is a necéssary condition for a high external reliability it is not
sufficient to guarantee it. A high reliability of the individual parts of the expert system
does not necessarily produce a good result, because the way they interact may be
defective. Users may furthermore distrust the expert system for other reasons, which
have little or nothing to do with either kind of reliability. For instance, the interface
between the system and the user or the human-computer interaction is clearly crucial
for how well the expert system can be used. If it does not allow easy and flexible
communication, the user may be unable to profit from the expert system’s capabilities.
Conversely, a low internal reliability does not necessarily result in a low external
reliability. If, for instance, the expert system is new, i.e., the technology is in the growing
phase, and the responses are sufficiently vague, the user may find it reliable because the
enthusiasm for the expert system will colour the mterpretatlon of the output and give
the system the benefit of the doubt.

Finally, the performance and responses of the expert system should not only be
judged in their own right, but should also be compared with the alternative, which in
most cases is human advice and decisions. In many of the areas where expert systems
are applied human decisions are quite often imprecise, but are generally followed by a
mass of explanation that gives the impression of high reliability. A good example is
expert advice on economic matters, e.g. investment, stock trade or currency exchange.
For instance, a recent article about Investing in tomorrow’s Europe’ contained the
following advice by a chief economist of a major European brokerage firm:

Private investors have to realise that the benefit of a single European market are here
and now. This is the time to buy special situation stocks and take advantage of the
intense level of takeover activity.

While this is undoubtedly true, it is so vague that it is of very little practical use.
If such advice was given by an expert system, it would most likely be discounted and
considered close to useless. But being given by a human, it can be bolstered by
additional information and explanations (dodges), which may make it palatable.
Furthermore, we normally assume that because the speaket is an established expert in
the domain, there must be something of value in the statement. It is therefore being
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seen as part of a much larger context and given a favourable interpretation, rather than
being treated on its own merits.

The book will cover the two main aspects of reliability, internal and external
reliability, and try to show how they are related. Each of the four following chapters will
focus on a particular facet of reliability and treat it in some detail, while the comments.
at the end will review the main issues and summarise the (possible) solutions. This
introduction will start the discussion by considering the main issues in the use of expert
systéms with regard to their safety, risk, and reliability.

2. THE DEVELOPMENT IN THE USE OF EXPERT SYSTEMS

Expert systems can be defined in a number of ways, ranging from the very formal
to the very informal. Following are some typical examples:

0 Expert syst.ems are computer systems which have a clear separation between a
body of domain knowledge (using declarative coding) and reasoning strategies,
i.e., the inference engine (using procedural coding). This definition, which is
used in Chapfer IV, highlights the structure and components of an expert system.

o An expert system can be defined, very informally, as a computer system that
achieves high levels of performance in task areas that otherwise require years of
special education and training. Expert systems furthermore allowthe sharing of
expertise between multiple users. This definition concentrates on the practical
benefits of expert systems, and is used in Chapter V.

o Expert systems are c()mp'uter systems that perform on the level of a human .
expert in autonomous knowledge-intensive (reasoning) tasks, such as di;gAﬁos»iﬂs‘,rw
analysis, decision making, problem solving, planning, etc. This definition puts the
focus on the significant functional aspects of expert systems, and highlights the
feature that is responsible for their very name.-

Each definition reflects a particular point of view, either the strictly technical
(the first definition), the pragmatic, utilitarian (the second definition), or the applied
scientific (the third definition). The definitions are therefore not mutually exclusive but
rather complementary. In addition, an often mentioned feature of expert systems is that
they can be used by people who do not have a detailed knowledge of computer science,
because the expert systems have flexible human-computer dialogues and problem-
oriented languages for knowledge representation (Kriz, 1987). This resistivity of the .

e



