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Preface

One could argue that it is a fortunate coincidence that you are holding this book in
your hands (or have it on your eBook reader). After all, there are millions of books
printed every year, which are read by millions of readers. And then there is this book
read by you. One could also argue that a couple of machine learning algorithms
played their role in leading you to this book —or this book to you. And we, the
authors, are happy that you want to understand more about the hows and whys.

Most of the book will cover the how. How has data to be processed so that machine
learning algorithms can make the most out of it? How should one choose the right
algorithm for a problem at hand?

Occasionally, we will also cover the why. Why is it important to measure correctly?
Why does one algorithm outperform another one in a given scenario?

We know that there is much more to learn to be an expert in the field. After all, we
only covered some hows and just a tiny fraction of the whys. But in the end, we hope
that this mixture will help you to get up and running as quickly as possible.

What this book covers

Chapter 1, Getting Started with Python Machine Learning, introduces the basic idea of
machine learning with a very simple example. Despite its simplicity, it will challenge
us with the risk of overfitting.

Chapter 2, Classifying with Real-world Examples, uses real data to learn about
classification, whereby we train a computer to be able to distinguish different
classes of flowers.

Chapter 3, Clustering - Finding Related Posts, teaches how powerful the bag of
words approach is, when we apply it to finding similar posts without really
"understanding" them.

[ vii]
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Chapter 4, Topic Modeling, moves beyond assigning each post to a single cluster and
assigns them to several topics as a real text can deal with multiple topics.

Chapter 5, Classification - Detecting Poor Answers, teaches how to use the bias-variance
trade-off to debug machine learning models though this chapter is mainly on using a
logistic regression to find whether a user's answer to a question is good or bad.

Chapter 6, Classification II - Sentiment Analysis, explains how Naive Bayes works, and
how to use it to classify tweets to see whether they are positive or negative.

Chapter 7, Regression, explains how to use the classical topic, regression, in handling
data, which is still relevant today. You will also learn about advanced regression
techniques such as the Lasso and ElasticNets.

Chapter 8, Recommendations, builds recommendation systems based on costumer
product ratings. We will also see how to build recommendations just from shopping
data without the need for ratings data (which users do not always provide).

Chapter 9, Classification - Music Genre Classification, makes us pretend that someone
has scrambled our huge music collection, and our only hope to create order is to let a
machine learner classify our songs. It will turn out that it is sometimes better to trust
someone else's expertise than creating features ourselves.

Chapter 10, Computer Vision, teaches how to apply classification in the specific context
of handling images by extracting features from data. We will also see how these
methods can be adapted to find similar images in a collection.

Chapter 11, Dimensionality Reduction, teaches us what other methods exist that can help
us in downsizing data so that it is chewable by our machine learning algorithms.

Chapter 12, Bigger Data, explores some approaches to deal with larger data by taking
advantage of multiple cores or computing clusters. We also have an introduction to
using cloud computing (using Amazon Web Services as our cloud provider).

Appendix, Where to Learn More Machine Learning, lists many wonderful resources
available to learn more about machine learning.

What you need for this book

This book assumes you know Python and how to install a library using easy_install or
pip- We do not rely on any advanced mathematics such as calculus or matrix algebra.

[ viii ]
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We are using the following versions throughout the book, but you should be fine
with any more recent ones:

e Python 2.7 (all the code is compatible with version 3.3 and 3.4 as well)
* NumPy1.8.1

* SciPy 0.13

* scikit-learn 0.14.0

Who this book is for

This book is for Python programmers who want to learn how to perform machine
learning using open source libraries. We will walk through the basic modes of
machine learning based on realistic examples.

This book is also for machine learners who want to start using Python to build their
systems. Python is a flexible language for rapid prototyping, while the underlying
algorithms are all written in optimized C or C++. Thus the resulting code is fast and
robust enough to be used in production as well.

Conventions

In this book, you will find a number of styles of text that distinguish between
different kinds of information. Here are some examples of these styles, and an
explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows:
"We then use poly1d () to create a model function from the model parameters."

A block of code is set as follows:

[aws infol
AWS_ACCESS_KEY ID = AAKIIT7HHF6IUSN30CAA
AWS_SECRET ACCESS KEY = <your secret key>

Any command-line input or output is written as follows:

>>> import numpy
>>> numpy.version.full version

1.8.1

[ix]
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New terms and important words are shown in bold. Words that you see on the
screen, in menus or dialog boxes for example, appear in the text like this: "Once
the machine is stopped, the Change instance type option becomes available."

o R
\\%&/ Warnings or important notes appear in a box like this.
A1

NQ Tips and tricks appear like this.

Reader feedback

Feedback from our readers is always welcome. Let us know what you think about
this book —what you liked or may have disliked. Reader feedback is important for
us to develop titles that you really get the most out of.

To send us general feedback, simply send an e-mail to feedback@packtpub.com,
and mention the book title via the subject of your message. If there is a topic that you
have expertise in and you are interested in either writing or contributing to a book,
see our author guide on www.packtpub. com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to
help you to get the most from your purchase.

Downloading the example code

You can download the example code files from your account at http: / /www.
packtpub. com for all the Packt Publishing books you have purchased. If you
purchased this book elsewhere, you can visit http: //www.packtpub.com/support
and register to have the files e-mailed directly to you.

The code for this book is also available on GitHub at https://github.com/
luispedro/BuildingMachineLearningSystemsWithPython. This repository is
kept up-to-date so that it will incorporate both errata and any necessary updates
for newer versions of Python or of the packages we use in the book.

[x]



Preface

Errata

Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you find a mistake in one of our books —maybe a mistake in the text or
the code —we would be grateful if you could report this to us. By doing so, you can
save other readers from frustration and help us improve subsequent versions of this
book. If you find any errata, please report them by visiting http://www.packtpub.
com/submit-errata, selecting your book, clicking on the Errata Submission Form
link, and entering the details of your errata. Once your errata are verified, your
submission will be accepted and the errata will be uploaded to our website or added
to any list of existing errata under the Errata section of that title.

To view the previously submitted errata, go to https: //www.packtpub.com/books/
content /support and enter the name of the book in the search field. The required
information will appear under the Errata section.

Another excellent way would be to visit www . TwoToReal . com where the authors try
to provide support and answer all your questions.

Piracy

Piracy of copyright material on the Internet is an ongoing problem across all media.
At Packt, we take the protection of our copyright and licenses very seriously. If you
come across any illegal copies of our works, in any form, on the Internet, please
provide us with the location address or website name immediately so that we can
pursue a remedy.

Please contact us at copyrightepacktpub.com with a link to the suspected
pirated material.

We appreciate your help in protecting our authors, and our ability to bring you
valuable content.

Questions

You can contact us at questions@packtpub.com if you are having a problem with
any aspect of the book, and we will do our best to address it.
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