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Unit1 Basics of Communication

1948 £, Shamnon KRR T HXFEBRMEFLZAA RN . EHEKEY, BEOEXDE
2, BT T RES B L U I TR HEE R, URWANEEB#ITERS
#7. Shannon KJWRICHEIR. (FiH. A%, FRENGEEHT THBHHR, BYTEFREN
FERA, dUTETHERRXIIH¥ER. X XEE—RE T RER NI RAERE
FRIEENE, R THEEARBEENGERLEE. IE, FRRSMUERNE. FEER.
FEM. FREARGSFERCESHNEREFERFNERNEREMBERAER.

- Text A

A Mathematical Theory of Communication

The recent development of various methods of modulation such as PCM and PPM which
exchange bandwidth for signal-to-noise ratio has intensified the interest in a general theory of
communication '), A basis for such a theory is contained in the important papers of Nyquist and
Hartley on this subject 2L, In this paper we will extend the theory to include a number of new factors,
in particular the effect of noise in the channel, and the savings possible due to the statistical structure
of the original message and due to the nature of the final destination of the information !,

The fundamental problem of communication is that of reproducing at one point either exactly or
approximately a message selected at another point 4], Frequently the messages have meaning, that
is they refer to or are correlated according to some system with certain physical or conceptual
entities ©!. These semantic aspects of communication are irrelevant to the engineering problem. A
significant aspect is that the actual message is one selected from a set of possible messages. The
system must be designed to operate for each possible selection, not just the one which will actually
be chosen since this is unknown at the time of design.

If the number of messages' in the set is finite then this number or any monotonic function of the
number can be regarded as a measure of the information produced when one message is chosen from
the set, all choices being equally like. As was pointed out by Hartley the most natural choice is the
logarithmic function. Although this definition must be generalized considerably when we consider
the influence of the statistics of the message and when we have a continuous range of messages, we
will in all cases use an essentially logarithmic measure.

The logarithmic measure is more convenient for various reasons:

1. It is practically more useful. Parameters of engineering importance such as time, bandwidth,
the number of relays, etc., tend to vary linearly with the logarithm of the number of possibilities. For
example, adding one relay to a group doubles the number of possible states of the relays. It adds 1 to
the base 2 logarithm of this number. Doubling the time roughly squares the number of possible

messages, or doubles the logarithm, etc.

.l.



2. It is nearer to our intuitive feeling as to the proper measure. This is closely related to (1) since
we intuitively measures entities by linear comparison with common standards. One feels, for
example, that two punched cards should have twice the capacity of one for information storage, and
two identical channels twice the capacity of one for transmitting information.

3. It is mathematically more suitable. Many of the limiting operations are simple in terms of the
logarithm but would require clumsy restatement in terms of the number of possibilities.

The choice of a logarithmic base corresponds to the choice of a unit for measuring information.
If the base 2 is used, the resulting units may be called binary digits, or more briefly bits, a word
suggested by J. W. Tukey. A device with two stable positions, such as a relay or a flip-flop circuit,
can store one bit of information. N such devices can store N bits, since the total number of possible
states is 2V and log, 2" = N . If the base 10 is used, the units may be called decimal digits. Since

log, M =log;, M /log,,2=3.32log;y M (1.1D

A decimal digit is about 3% bits. A digit wheel on a desk computing machine has ten stable positions

and therefore has a storage capacity of one decimal digit. In analytical work where integration and

differentiation are involved the base e is sometimes useful. The resulting units of information will be
called natural units. Change from the base a to base b merely requires multiplication by log, a .

transmitter

receiver

Information destination
source

Figure 1.1 Schematic diagram of a general communication system

By a communication system we will mean a system of the type indicated schematically in
Figure 1.1. It consists of essentially five parts:

1. An information source which produces a message or sequence of messages to be
communicated to the receiving terminal. The message may be of various types: (a) A sequence of
letters as in a telegraph of teletype system; (b) A single function of time f{) as in radio or telephony;
(c) A function of time and other variables as in black and white television — here the message may
be thought of as a function f{x,y,f) of two space coordinates and time, the light intensity at point (x, y)
and time 7on a pickup tube plate; (d) Two or more functions of time, say f{¢), g(f), h(f)—this is the
case in three dimensional sound transmission or if the system is intended to service several
individual channels in multiplex; (¢) Several functions of several variables—in color television the
message consists of three functions fx,y,f), g(x,f) and h(x,y,?) defined in a three-dimensional
continuum—we may also think of these three functions as components of a vector field defined in
the region — similarly, several black and white television sources would produce messages
consisting of a number of functions of three variables; (f) Various combinations also occur, for
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example, in television with an associated audio channel.

2. A transmitter which operates on the message in some way to produce a signal suitable for
transmission over the channel. In telephony this operation consists merely of changing sound
pressure into a proportional electrical current. In telegraphy we have an encoding operation which
produces a sequence of dots, dashes and spaces on the channel corresponding to the message. In a
multiplex PCM system the different speech functions must be sampled, compressed, quantized and
encoded, and finally interleaved properly to construct the signal. Vocoder systems, television and
frequency modulation are other examples of complex operations applied to the message to obtain the
signal.

3. The channel is merely the medium used to transmit the signal from transmitter to receiver. It
may be a pair of wires, a coaxial cable, a band of radio frequencies, and a beam of light, etc.

4. The receiver ordinarily performs the inverse operation of that done by the transmitter,
reconstructing the message from the signal.

5. The destination is the person (or thing) for whom the message is intended.

We wish to consider certain general problems involving communication systems. To do this it is
first necessary to represent the various elements involved as mathematical entities, suitably idealized
from their physical counterparts. We may roughly classify communication systems into three main
categories: discrete, continuous and mixed. By a discrete system we will mean one in which both the
message and the signal are a sequence of discrete symbols. A typical case is telegraphy where the
message is a sequence of letters and the signal is a sequence of dots, dashes and spaces. A continuous
system is one in which the message and the signal are both treated as continuous functions, e.g.,
radio or television. A mixed system is one in which both discrete and continuous variables appear,
e.g., PCM transmission of speech.

RICER:

[1] The recent development of various methods of modulation such as PCM and PPM which
exchange bandwidth for signal-to-noise ratio has intensified the interest in a general theory of

communication. FFiFH %, W0 PCM M PPM, REBTERH R SHEMRILKATHR, BIIHER
RR T HEEEBNEEM.

[2] A basis for such a theory is contained in the important papers of Nyquist and Hartley on this
subject. FEA%RE, Nyquist f1 Hartley MEE R XHEE T XME R HIHEAM.

[3] In this paper we will extend the theory to include a number of new factors, in particular the
effect of noise in the channel, and the savings possible due to the statistical structure of the original
message and due to the nature of the final destination of the information. ZEAICH, WATHIXL
Hit#TY R, SESEFNER, AHEEEPRENZM, DA HTERARBHE
TR RETE KR E T S BUME B

[4] The fundamental problem of communication is that of reproducing at one point either
exactly or approximately a message selected at another point. {5 FIZE 2 i B 20 T 78— mURE B
BT AR B S — REER.



[5] Frequently the messages have meaning, that is they refer to or are correlated according to
some system with certain physical or conceptual entities. /5B EHHAGE N, HE—EHYH
S L, HENSXERSEMHEXE.

- Text B

Claude Shannon laid the foundation of information theory in 1948. His paper “A Mathematical
Theory of Communication” published in Bell System Technical Journal is the basis for the entire
telecommunications developments that have taken place during the last five decades!’. A good
understanding of the concepts proposed by Shannon is a must for every budding telecommunication
professionalm.

Information Theory

In any communication system, there will be an information source that produces information in
some form, and an information sink absorbs the information). The communmication medium
connects the source and the sink. The purpose of a communication system is to transmit the
information from the source to the sink without errors. However, the communication medium always
introduces some errors because of noise'*l, The fundamental requirement of a communication system
is to transmit the information without errors in spite of the noise!>).

The requirement of a communication system is to transmit the information from the source to
the sink without errors, in spite of the fact that noise is always introduced in the communication
medium. V

In a generic communication system, the information source produces symbols (such as English
letters, speech, video, etc.) that are sent through the transmission medium by the transmitter. The
communication medium introduces noise, and so errors are introduced in the transmitted data. At the
receiving end, the receiver decodes the data and gives it to the information sink.

As an example, consider an information source that produces two symbols A and B. The
transmitter codes the data into a bit stream. For example, A can be coded as 1 and B as 0. The stream
of 1's and 0's is transmitted through the medium. Because of noise, 1 may become 0 or 0 may
become 1 at random places, as illustrated below:

Symbolsproduced | A|B|B|A|A|A[B|A[B|A
Bitstreamproduced [ 1 | O (O |1 (1 |1 O |1 [1 |1

Bitstreamreceived (1 [0 (O [ 1 [ 1 |1 J1 }1 |1]]1

At the receiver, one bit is received in error. How to ensure that the received data can be made
error free? Shannon provides the answer.

In this block diagram (Figure 1.2), the information source produces the symbols that are coded
using two types of coding—source encoding and channel encoding—and then modulated and sent
over the medium. At the receiving end, the modulated signal is demodulated, and the inverse
operations of channel encoding and source encoding (channel decoding and source decoding) are
performed. Then the information is presented to the information sink.

L )



As proposed by Shannon, the communication system consists of source encoder, channel
encoder and modulator at the transmitting end, and demodulator, channel decoder and source

decoder at the receiving end.
Modulated signal

Information Source Channel
source encoder encoder Mudulator
Noise °
Information Source | Channel
sink decod decoder Demodulator

Demodulated signa

Figure 1.2 The communication system model

Information source: The information source produces the symbols. If the information source is,
for example, a microphone, the signal is in analog form. If the source is a computer, the signal is in
digital form (a set of symbols).

Source encoder: The source encoder converts the signal produced by the information source
into a data stream. If the input signal is analog, it can be converted into digital form using an analog-
to-digital converter. If the input to the source encoder is a stream of symbols, it can be converted into
a stream of 1 and 0 using some type of coding mechanism. For instance, if the source produces the
symbols A and B, A can be coded as 1 and B as 0. Shannon's source coding theorem tells us how to
do this coding efficiently.

Source encoding is done to reduce the redundancy in the signal. Source coding techniques can
be divided into lossless encoding techniques and lossy encoding techniques. In lossy encoding
techniques, some information is lost.

In source coding, there are two types of coding—Ilossless coding and lossy coding. In lossless
coding, no information is lost. When we compress our computer files using a compression technique
(for instance, WinZip), there is no loss of information. Such coding techniques are called lossless
coding techniques. In lossy coding, some information is lost while doing the source coding. As long
as the loss is not significant, we can tolerate it. When an image is converted into JPEG format, the
coding is lossy coding because some information is lost. Most of the techniques used for voice,
image, and video coding are lossy coding techniques. ‘

The compression utilities we use to compress data files use lossless encoding techniques. JPEG
image compression is a lossy technique because some information is lost.

Channel encoder: If we have to decode the information correctly, even if errors are introduced
in the medium, we need to put some additional bits in the source-encoded data so that the additional
information can be used to detect and correct the errors. This process of adding bits is done by the
channel encoder. Shannon's channel coding theorem telis us how to achieve this.

In channel encoding, redundancy is introduced so that at the receiving end, the redundant bits

05.



can be used for error detection or error correction.

Modulation: Modulation is a process of transforming the signal so that the signal can be
transmitted through the medium.

Demodulator: The demodulator performs the inverse operation of the modulator.

Channel decoder: The channel decoder analyzes the received bit stream and detects and
corrects the errors, if any, using the additional data introduced by the channel encoder.

Source decoder: The source decoder converts the bit stream into the actual information. If
analog-to-digital conversion is done at the source encoder, digital-to-analog conversion is done at the
source decoder. If the symbols are coded into 1 and O at the source encoder, the bit stream is
converted back to the symbols by the source decoder.

Information sink: The information sink absorbs the information.

What is information? How do we measure information? These are fundamental issues for which
Shannon provided the answers. We can say that we received some information if there is decrease in
uncertainty. Consider an information source that produces two symbols A and B. The source has sent
A, B, B, A, and now we are waiting for the next symbol. Which symbol will it produce? If it
produces A, the uncertainty that was there in the waiting period is gone, and we say that information
is produced. Note that we are using the term information from a communication theory point of view;
it has nothing to do with the usefulness of the information.

Shannon proposed a formula to measure information. The information measure is called the
entropy of the source. If a source produces N symbols, and if all the symbols are equally likely to
occur, the entropy of the source is given by:

. H=log,N  bits/symbol (1.2)

Shannon introduced the concept of channel capacity, the limit at which data can be transmitted
through a medium. The errors in the transmission medium depend on the energy of the signal, the
energy of the noise, and the bandwidth of the channel. Conceptually, if the bandwidth is high, we can
pump more data in the channel. If the signal energy is high, the effect of noise is reduced. According
to Shannon, the bandwidth of the channel and signal energy and noise energy are related by the
formula:

C=Wlog,(1+S/N) (1.3

Where C is channel capacity in bits per second (bps), ¥ is bandwidth of the channel in Hz, S/N is the
signal-to-noise power ratio (SNR).The value of the channel capacity obtained using this formula is
the theoretical maximum. So, we cannot transmit data at a rate faster than this value in a voice-grade
line. An important point to be noted is that in the above formula, Shannon assumes only thermal
noise. To increase C, can we increase W ? No, because increasing W increases noise as well, and
SNR will be reduced. To increase C, can we increase the SNR? No, that results in more noise, called
intermodulation noise.

The entropy of information source and channel capacity are two important concepts, based on
which Shannon proposed his theorems.

In a digital communication system, the aim of the designer is to convert any information into a
digital signal, pass it through the transmission medium and, at the receiving end, reproduce the
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digital signal exactly. To achieve this objective, two important requirements are:

» To code any type of information into digital format, note that the world is analog—voice
signals are analog, images are analog. We need to devise mechanisms to convert analog
signals into digital format, If the source produces symbols (such as A, B), we also need to
convert these symbols into a bit stream. This coding has to be done efficiently so that the
smallest number of bits is required for coding.

P To ensure that the data sent over the channel is not corrupted. We cannot eliminate the noise
introduced on the channels, and hence we need to introduce special coding techniques to
overcome the effect of noise.

These two aspects have been addressed by Claude Shannon in his classical paper “A
Mathematical Theory of Communication” published in 1948 in Bell System Technical Journal,
which gave the foundation to information theory. Shannon addressed these two aspects through his
source coding theorem and channel coding theorem.

WIER:

[1] Claude Shannon laid the foundation of information theory in 1948. His paper “A
Mathematical Theory of Communication” published in Bell System Technical Journal is the basis for
the entire telecommunications developments that have taken place during the last five decades. 7E
1948 £E, Claude Shannon B T {5 B LHER. ML (EENPEHER) FRE (JUR
REPARFEY b, HRITRIE 50 FENMERRRIER,

[2] A good understanding of the concepts proposed by Shannon is a must for every budding
telecommunication professional. fMEfEMILA R, (%] Shannon BT i HIBERHRE B
HiE.

[3] In any communication system, there will be an information source that produces
information in some form, and an information sink absorbs the information. ZEfE{EE REF,
HAFEU—E B EFERNER, URRBUEBAMETE.

[4] The communication medium connects the source and the sink. The purpose of a
communication system is to transmit the information from the source to the sink without errors.
However, the communication medium always introduces some errors because of noise. &4
BEHENEE. BRRANEN, RIZHMEERMNGHEAERERFRE. B2, BTRAN
BT, BRRAGFESSINEER,

[5] The fundamental requirement of a communication system is to transmit the information
without errors in spite of the noise. REHBEFTE, ENERRANEARRELEHMBILE
=8.

% Expanding reading
Channel Capacity

A variety of impairments can distort or corrupt a signal. A common impairment is noise, which
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is any unwanted signal that combines with and hence distorts the signal intended for transmission
and reception. For the purposes of this section, we simply need to know that noise is something that
degrades signal quality. For digital data, the question that then arises is to what extent these
impairments limit the data rate that can be achieved. The maximum rate at which data can be
transmitted over a given communication path, or channel, under given conditions is referred to as the
channel capacity.

There are four concepts here that we are trying to relate to one another:

P Data rate: This is the rate, in bits per second (bps), at which data can be communicated.

» Bandwidth: This is the bandwidth of the transmitted signal as constrained by the transmitter
and the nature of the transmission medium, expressed in cycles per second, or Hertz.

» Noise: For this discussion, we are concerned with the average level of noise over the
communications path.

» Error rate: This is the rate at which errors occur, where an error is the reception of 1 when 0
was transmitted or the reception of 0 when 1 was transmitted. The problem we are
addressing is this: Communications facilities are expensive and, in general, the greater the
bandwidth of a facility, the greater the cost. Furthermore, all transmission channels of any
practical interest are of limited bandwidth. The limitations arise from the physical properties
of the transmission medium or from deliberate limitations at the transmitter on the
bandwidth to prevent interference from other sources. Accordingly, we would like to make
as efficient use as possible of a given bandwidth. For digital data, this means that we would
like to get as high a data rate as possible at a particular limit of error rate for a given
bandwidth. The main constraint on achieving this efficiency is noise.

Nyquist Bandwidth

To begin, let us consider the case of a channel that is noise free. In this environment, the
limitation on data rate is simply the bandwidth of the signal. A formulation of this limitation, due to
Nyquist, states that if the rate of signal transmission is 2B, then a signal with frequencies no greater
than B is sufficient to carry the signal rate. The converse is also true: Given a bandwidth of B, the
highest signal rate that can be carried is 2B. This limitation is due to the effect of inter symbol
interference, such as is produced by delay distortion. The result is useful in the development of
digital-to-analog encoding schemes.

We referred to signal rate. If the signals to be transmitted are binary, then the data rate that can be
supported by B Hz is 2B bps. As an example, consider a voice channel being used, via modem, to
transmit digital data. Assume a bandwidth of 3 100 Hz. Then the capacity, C, of the channel is 2B =
6200 bps. However, signals with more than two levels can be used; that is, each signal element can
represent more than one bit. For example, if four possible voltage levels are used as signals, then
each signal element can represent two bits. With multilevel signal, the Nyquist formulation becomes

C=2Blog, M (1.4

Where M is the number of discrete signal elements or voltage level. Thus, for M = 8, a value used -
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with some modems, a bandwidth of B = 3 100 Hz yields a capacity C = 18 600 bps.

So, for a given bandwidth, the data rate can be increased by increasing the number of different
signal elements. However, this places an increased burden on the receiver. Instead of distinguishing
one of two possible signal elements during each signal time, it must distinguish one of M possible
signals. Noise and other impairments on the transmission line will limit the practical value of M.

Shannon Capacity Formula

Nyquist's formula indicates that, all other things being equal, doubling the bandwidth doubles
the data rate. Now consider the relationship among data rate, noise, and error rate. The presence of
noise can corrupt one or more bits. If the data rate is increased, then the bits become shorter in time,
so that more bits are affected by a given pattern of noise. Thus, at a given noise level, the higher the
data rate, the higher the error rate.

Here is an example of the effect of noise on a digital signal. The noise consists of a relatively
modest level of background noise plus occasional larger spikes of noise. The digital data can be
recovered from the signal by sampling the received waveform once per bit time. As can be seen, the
noise is occasionally sufficient to change 1 to 0 or 0 to 1.

All of these concepts can be tied together neatly in a formula developed by the mathematician
Claude Shannon. As we have just mentioned, the higher the data rate, the more damage that
unwanted noise can do. For a given level of noise, we would expect that greater signal strength
would improve the ability to receive data correctly in the presence of noise. The key parameter
involved in this reasoning is the signal-to-noise ratio (or S/N), which is the ratio of the power in a
signal to the power contained in the noise that is present at a particular point in the transmission.
Typically, this ratio is measured at a receiver, because it is at this point that an attempt is made to
process the signal and eliminate the unwanted noise. For convenience, this ratio is often reported in

decibels:
signal power

noise power

(1.5

This expresses the amount, in decibels, that the intended signal exceeds the noise level. A high
SNR will mean a high-quality signal.

The signal-to-noise ratio is important in the transmission of digital data because it sets the upper
bound on the achievable data rate. Shannon’s result is that the maximum channel capacity, in bits per
second, obeys the equation

C = Blog,(1+SNR) (1.6
Where C is the capacity of the channel in bits per second, B is the bandwidth of the channel in
Hertz. The Shannon formula represents the theoretical maximum that can be achieved. In practice,
however, only much lower rates are achieved. One reason for this is that the formula assumes white
noise (thermal noise).

The capacity indicated in the preceding equation is referred to as the error-free capacity.
Shannon proved that if the actual information rate on a channel is less than the error-free capacity,
then it is theoretically possible to use a suitable signal code to achieve error-free transmission

e Qo



