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Preface

The LICS Symposium aims to attract high quality original papers covering theoretical
and practical issues in computer science that relate to logic in a broad sense, including
algebraic, categorical and topological approaches. '

Representative topics mentioned in this year's call for papers include: abstract data types,
automatéd deduction, concurrency, constructive mathematics, data base theory, finite
model theory, knowledge representation, lambda and combinatory calculi, logical aspects
of computational complexity, logics in artificial intelligence, logic programming, modal
and temporal logics, program logic and semantics, rewrite rules, software specification,
type systems, and verification.

The 42 contributed papers in this volume were selected by the program committee from a
total of 174 submissions; several additional submissions arrived too late to be considered.
Selection criteria included originality, quality, and relevance to computer science. Each
extended abstract was mailed to six members of the program committee. Some members
of the committee chose to consult additional reviewers whose names are listed on the
following page. Reviews, whenever available, were sent to all submitting authors.

Although LICS submissions were read carefully, conference selection is not a formal
refereeing process. Many of the papers describe ongoing research, and it is anticipated
that authors will publish more polished and complete versions in scientific journals.

" On behalf of the program committee, I thank all authors who chose to submit their papers
to LICS '92. Many excellent submissions could not be accepted because of size
limitations on the symposium. I would also like to thank members of the program
committee and the additional reviewers for their untiring efforts in reading and evaluating
the large number of excellent submissions received this year. I would like to thank Dale
Miller for his advice in selecting the primary reviewers and his help in organizing
electronic data. I would also like to thank the Institute for Research in Cognitive Science
for providing me with office space and secretarial help. Further, I wish to thank Chris
Sandy, Janet Burns, and Renee Zawacki for managing information generated in
cataloging and evaluating so many papers.

Andre Scedrov
1992 Program Chair



Foreword

This volume is the Proceedings of the Seventh Annual IEEE Symposium on Logic in
Computer Science (LICS). The symposium encourages international participation of com-
puter scientists influenced by mathematical logic and of logicians influenced by computer
science. Previous LICS symposia were held in Cambridge, Massachusetts; Ithaca, New
York; Edinburgh, Scotland; Asilomar, Califcrnia; Philadelphia, Pennsylvania, and Amster-
dam, The Netherlands-each time attracting several hundred enthusiastic participants. The
Eighth LICS is scheduled for June 20-23, 1993, in Montreal, Canada.

LICS'92 is cosponsored by the IEEE-TC on Mathematical Foundations of Computing,
and the University of California at Santa Cruz in cooperation with the Association for
Computing Machinery-SIGACT, the Association for Symbolic Logic, and the European As-
sociation for Theoretical Computer Science. :

LICS’92 has been subsidized by

Institutional Sponsors

Cornell University
Cornell-Xerox Design Research Institute
IBM Research

University of California at Santa Cruz

Donations by these Sponsors make it possible for the LICS Organizers to subsidize student
attendance, student author awards, invited speakers, and attendance by researchers without

other travel grants.

On behalf of the Organizing Committee and all the LICS’92 participaats, I sincerely
thank these sponsors for their donations. I also thank the Program Chair, Andre Scedrov,
the Conference Chair, Phokion Kolaitis, and the Publicity Chair, Daniel Leivant, for their
many months of effort. We look forward to another fruitful symposium.

Robert L. Constable
LICS General Chair

Ithaca, NY
April 1992
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Third Order Matching is Decidable

Gilles Dowek
INRIA-Rocquencourt,
B.P. 105, 78153 Le Chesnay CEDEX, France

dowek@margaux.inria.fr

and

School of Computer Science,
Carnegie Mellon University,
Pittsburgh PA15213-3890, U.S.A.

gdowek@cs.cmu.edu

Abstract

The higher order matching problem is the problem
of determining whether a term is an instance of an-
other in the ssmply typed A-calculus, i.e. to solve the
equation a = b where a and b are simply typed A-terms
and b is ground. The decidability of this problem is still
open. We prove the decidability of the particular case
in which the variables occurring in the term a are at
most third order.

Introduction

The higher order malching problem is the problem
of determining whether a term is an instance of an-
other in the simply typed A-calculus i.e. to solve the
equation a = b where a and b are simply typed A-terms
and b is ground. '

Pattern matching algorithms are used to check if
a proposition can be deduced from another by elim-
ination of universal quantifiers or by introduction of
existential quantifiers. In automated theorem proving,
elimination of universal quantifiers and introduction of
existential quantifiers are mixed and full unification is
required, but in proof-checking and semi-automated
theorem proving, these rules can be applied separately
and thus pattern matching can be used instead of uni-
fication.

The higher order matching is conjectured decidable
in [6] and the problem is still open. In [5] [6] [7] Huet
has given a semi-decision algorithm and shown that
in the particular case in which the variables occurring
in the term a are at most second order this algorithm
terminates, and thus that second order matching is
decidable. In [9] Statman has reduced the conjecture
to the A-definability conjecture and in [10] Wolfram
has given an always terminating algorithm whose com-
pleteness is conjectured.

We prove in this paper that third order matching
is decidable i.e. we give an algorithm that decides
if a matching problem, in which all the variables are
at most third order, has a solution. The main idea

0-8186-2735-2/92 $3.00 © 1992 IEEE ,

is that if the problem a = b has a solution then it
also has a solution whose depth is bounded by some
integer s depending only on the problem a = b, so a
simple enumeration of the substitutions whose depth
is bounded by s gives a decision algorithm. This result
ean also be used to bound the depth of the search tree
in Huet’s semi-decision algorithm and thus turn it into
an always terminating algorithm.

At last we discuss the problems that occur when we
try to generalize the proof given here to higher order
matching.

1 Trees and Terms

1.1 Trees

Definitions 1 (Following [3]) An occurrence is a list
of strictly positive integers. A tree domain D is a non
empty finite set of occurrences such that if a[n] € D
then a € D andifalson # 1then a[n-1] € D. A
tree is a function from a tree domain D to a set L,
called the set of labels of the tree.

If T is a tree and D its domain, the occurrenceﬂ is
called the root of T and the occurrence a[n] is called
the n** son of the occurrence a. The number of sons
of an occurrence a is the greatest integer n such that
a[n] € D. A leaf is an occurrence that has no sons.

Let T be a tree and a = [s;;...;8,] an occurrence
in this tree, the path of a is the set of occurrences
{[81;-..;8p] | p < n}. The number of elements of this
path is the length of a plus one. :

The depth of the tree T is the length of the longest
occurrence in D. This occurrence is, of course, a leaf.

If a is a label and Ty, ...,T, are trees (of domains
D,,...,D,) then the tree of root a and sons Th,..., T,
is the tree T of domain D = {[]} U U;{[i]e | @ € D;}
such that

I(()=e

and
T([ile) = Ti(a)



If T is a tree of domain D and « is an occurrence
of D, the subtree T/a is the tree T' whose domain is
D' = {B | aB € D} and such that

T'(B) = T(ap)

If T is a tree of domain D, a an occurrence of D
and T’ a tree of domain D' then the graft of T in T at
the occurrence a (T[a «— T"]) is the tree T" of domain
D"=D—-{af |aB€ D} U {af | B € D'} and such

that
T'(v)=T'(B) ify =aB

and
T"(v) = T(v) otherwise

Let T and T be trees, and a a label such that all
the occurrences of a in T are leaves a,, ...,a, then the
substitution of T for a in T (T[a «— T"']) is defined as
Tlay — T']...[an + T']. Remark that since aj,...,a,
are leaves, the order in which the grafts are performed
is insignificant.

1.2 Types

Definition 2 Let us consider a finite set 7. The el-
ements of 7 are called atomic types. A type is a tree
whose labels are either the elements of 7 or — and
such that the occurrences labeled by an element of T
are leaves and the ones labeled by — have two sons.

Let T be a type, if the root of T is an atomic type U
then T is written U, if the root of T is — and its sons
are written T and T, then T is written (T} — Td).
By convention T} — T — T3 is an abbreviation for
(T = (T2 — T3)).

Definition 3 If T is a type, the order of T is defined

by
° o}T) =1if T is atomic,
e o(Ty — T3) = maz{l + o(T1), 0o(T3)}.

1.3 Typed A-terms

Definitions 4 For each type T we consider three sets
Ur, _r, Er. The elements of Ur are called universal
variables of type T, those of Ly local variables of type
T and those of £ ezistential variables of type T'. We
assume that we have in each atomic type at least a
universal variable and that there is a finite number of
universal variables i.e. that the set |J,Ur is finite.
We assume also that we have in each type an infinite
number of local and existential variables.

A typed A-term is a tree whose labels are either
App, < Lam,z > where 2 is a local variable or
< Var,z > where z is a universal, local or existen-
tial variable, such that the occurrences labeled by App
have two sons, the occurrences labeled < Lam,z >
have one son and the occurrences labeled < Var,z >
are leaves.

Let ¢ be a term, if the root of t is < Var,z > we
write it @, if the root of t is < Lam, 2 > and its son is
written v then we write it [z : T]Ju where T is the type
of z, if the root of ¢ is App and its sons are written u

and v then we write it (u v). By convention (v v w)
is an abbreviation for ((z v) w).

In a term ¢, an occurrence a labeled by < Var,z >
is bound if there exists an occurrence 8 in the path of
a labeled by < Lam, z >, it is free otherwise.

A term is ground if no occurrence is labeled by a
pair < Var,z > with z existential.

Let t and t' be terms and z be a variable, the
substitution of t' for z in t (t[z — t']) is defined as
t[< Var,z >~ 1]

Definition 5 Type of a term
A term t is said to have the type T if either:
e i is a variable (universal, local or existential) of type

et = (uv)and u has type U — T and v type U for

some type U,

et =[z:U]u,theterm vhastype VandT=U — V.
A term tis said to be well-typed if there exists a type

T such that ¢ has type T. In this case T is unique and

is called the type of t.

Definition 6 The Bn-reduction is defined as small-
est transitive relation, compatible with term structure
such that

(2:Titu) Dtz —

[2:T)(t 2) >t if z is not free in ¢

We adopt the usual convention of considering terms
up to a-conversion (i.e. bound variable renaming) and
we consider that bound variables are renamed to avoid
capture during substitutions. A rigorous presentation
would use de Bruijn indices [2].

Proposition 1 The Bn-reduction relation is strongly
normalizable and confluent on typed terms, and thus
each term has a unique normal form.

Proof See, for instance, [4].

Proposition 2 Let ¢t be a normal well-typed term of
type Ty — ... = T, — T (T atomic), the term ¢ has
the form

t=[n:T1)[Um: Tm)(z w1 ... up)

where m < n and z is a variable.

Proof The term ¢ can be written in a unique way
t = [ : U1)...[ym : Un]u where u is not an abstrac-
tion. The term u can be written in a unique way
v = (v w1 ... 4p) where v is not an application. The
term v is not an application by definition, it is not an
abstraction (if p = 0 because u is not an abstraction
and if p # 0 because t is normal), it is therefore a
variable. Then for type reasons m < n and for all i,
U; =T;.

Definition 7 If t = [11 : T1)...[um : Tm](z w1 ... up)
isa term of type T=T} — ... — T, — T (T atomic)
(m < n) which is in An-normal form then we define
its B-normal n-long form as the term

t = [yl : Tl]-"[ym : Tm][y,,.+1 : Tm+1]-'-[yn . Tn]
(z ¥y - Up Ymyy - Wn)



where u} is the B-normal n-long form of u; and y; is
the B-normal n-long form of .

This definition is by induciion on the pair < ¢3,¢2 >
where ¢; is the number of occurrences in £ and ¢, the
number of occurrences in T'

In the following all the terms are assumed to be on
B-normal 7n-long form.

1.4 Bohin Trees

Definition 8 Béhm Tree :

A glmtc) Bohm iree is a tree whose occurrences
are labeled by pairs < I,z > such that [ is a list of
local variables [y.;. ,yﬂ] and z is a variable and the
number of sons of an occurrence labeled by < l,2 > is
the arity of z i.e. the integer p such that the t)pe of
z has the form T}, — ... = T, — T with T’ atomic.

Definition 9 Type of a Bohm Tree

Let ¢ be a Bohm tree whose root is labeled by the
pair < [3;...;1m),2 > and whose sors are u;. ..., u,.
The Bohm tree ¢ 1s said to have the type T if the thm

trees uy,..., 4, have type Uh,...,U, the variable z has
type Uy — ...— U, —»UandT T1 — .= Ty = U
where T3, ..., 7, are the types of the variables y;, ..., ¥

A Bohm tree ¢ is said to be well-typed if there exists
a type T csuch that { has type T. In this case T is
unique and is called the type of t.

Definition 10 Let t be & A-term in normal form. We
write t = [y : Th]...[sn : Tn}(2 w; ... up). The Béhin
tree of t i3 the tree whose root is the pair < [,z >
where ! = [y} ...;yn] is the list of the variebles hound
at the top of this term, z is the head vuriable of ¢ and
sons are the Bohm trees of u,,..., up.

Remark Normal well-typed terms and well-typed
Bohm trecs are in one-to-one correspondence. More-
over if ¢ is a normal term and { is its Bohm tree then
occurrences in ¢ labeled by a variable and occurrences
in 1 are in one-to-one correspondence.

So we will use the following abuse of notation: if a
is an occurreace in the Bohm tree of £ we write (¢/a)
for the normal term corresponding to the Bohm tree
(i/a) and tlo «— w] for the term t(a’ ~ u] where o' is
the variable occurrence in t corresponding to a.

Definition 11 Let £ be & term, we write || for the
depth of the Bchm tree of the normal form of ¢.

Proposition 3 In each type T’ there is a ground term
t such that t| = 0.

Proof et T=U; — ... = U, — U with U atomie.
Let @ be a universal variable of type U. The term
t = [y : Ui)...[ym : Un)2 hes type T and its depth is 0.

1.6 Substitution

Definition 12 A substitution is a finite set of pairs
< ®;,t; > where 3; is an existential variable and ¢; a
term of the seme type in which no local variable occurs
free such thot if < @;2 > and < £,¢' > are both in this
set then ¢ = ¢'. The variables 2; are suid to be bound
by the substitution.

Definition 13 If ¢ is a substitution and ¢ a ferm then
we let

ot =tla] — 11]...[&}" — ][0 — &) [l — 1)

where c .. a’ are the occurrences of z; n ¢.

Rcmark that since the a ere leaves, the order in
which the grafts are performed is insignificant.

Definition 14 Let ¢ and 7 be two substitutions the
substitution 7 c o is defined by

roo={<z.7t> | <z,i>€ d}u{<..:t>
| <2,t>€ +and z not bound by o}

Proposition 4 Let o and T be two substitutions aud
t is a term, we have

(roo)t = 7(ot)

Proof By decreasing induction oun the depth of an
occurrence a in ¢ we prove that we have

(roo)(t/a) = r(a(t/e))
2 Pattern Matching

Definition 15 Matching Problem

A tnatching prodlem 1s a pair of well-typed terms
< a,b > where a and b have the same type and b is
ground. .

Definition 18 Third Order Matiching Problem

A third order matching probiem is a matching prob-
lem < a,b > such that the types of the existential
vaeriables that occur in-a are of order at most three.

Definition 17 Solation

Let a = & be a matching problem. A substitution &
is a solution of this problem if and only if the normal
forms of the tcrms ca and b are identical up to a-
conversion.

Remark Usual unification terminology distinguishes
varicbles (here existential variables) and consiants
(here universal variables). The need for local vari-
ables comes from the fact that we want to transiorm
the problem [y R: lf]z =[y: where z is an ex-
isteniial varizble of type T mto the problem: z = y
by dropping the common abstraction. The symbol y
cannot be an existential variable because it cannot be
instenciated by a substitution, it cannot be a universal
veriable because, if it were, we would have the solution
to the second problem z « y which is not 2 sclution
to the first. So we let y be & local variable and the
solution # « y is now forbidden in both problems
because no local variable can occur free in the ierms
substituted to variables in a substitution.

In Huet’s urification algorithm [5] [6] these local
varicbles are always kept in the head of the terms in
common abstractions. In Miller’s mixed prefixes tei-
minology [8], these local variables are universal vari-
ub%es declered to the right of all the existential vari-
ables



Definition 18 Ground Solution

Let ¢ = b be a probiera and o a soluiion to o = b.
The solution o is ground if for each existential variable
that has an occurrence in «, the term oz is ground.

Proposition 5 I a matching problem has a-solutior
then it has a ground solution. '

Proof Let @ = b be o matching problem and o & so-
lution. Let 41 : Thyeeey i ¢ In the existential variables
occurring in the oz for  exisiential variable of a. Let
U1, ., U De ground ferms of the types Ty, ..., T,. Lel
r={<y,u1 >y < Yn, Un >}, and o' = roe. Obvi-
susly, for each existential veriable 2 of a, the term o'z
is ground. And ¢'a = roe = rb = b. So the problem
o = b has a ground sclutiorn.

Definition 18 Complete Set of Soluiions

Obviously if ¢ is a solution tc a problem a = b then
r oo is cae too. A set S of sciutions to a probiem
a = b is said to be complete if for every snbstitution
& solution to this problem there exists a substitution
o £ S zud & substitution 7 such thai 6 = voc.

Lemmea 1 Some probleais have no finite complete set
of solutions.

Proof (Exeample 1) Consider an atomic ivpe 7' and
an existential variable # : T — (T —= T) — I'. The
probiem

[a: Tz a{z:T)z) =la:T)e

has en infinite number of independent minimal solu-
tions

z+[c:T)e:T — T){s.... (8 0) ... )

S0 in contrast with second order maiching [6] [7]
there is no (always terminating) algorithm that enu-
merates all the independent minimal solutions of a
third orde: matching problem.

We consider now sigorithms that take ss an tnput
a matching problem ard either give one solution to it
or fail if it does not have any. - :

3 A Bound en the Depth of Solutions

The nizin idea in this paper is that when we have
a matching problem a = b and @ is an existential vari-
able cccurring in @ and t is the tenm substituted to
z by some solution to the problem then the depth of
the Bdnm tree of 7 can be bounded by an integer ¢
depending only ou the problem a = b Of course the
previous example shows that a matching prcblem may
brve solutions of arbitrary depth, bui to design a de-
cision algorithm we do not need to prove that all the
solutions are hounded by s but only that at least one
is.

To show this result we take & problem a = b
that has & solution o (by proposition 5, we can con-
sider without loss of generality thai this solution is
ground) and we build another solutiop ¢’ whose depth
is bounded by an integer s depending only on the prob-
lema =&

3.1 Key Lenama

Definition 20 Let ¢ = [z1 : Uy]...[2p : Up]d be a nor-
mal term end i an integer, ¢ < p. We say that c is
relevant in its #*® argument if z; has an occurrence in
the term d.

Lomma 2 (Key Lemma) Let us consider a normal
term u, u variable y of type T' of order at most two
and a normal ground term ¢ of type T.

(1) If ¥ has an occurrence in u then |¢| < |uly « c]|.

(2) If o is an occurzence in the Bohm tree of u suck
that no occurzence in the path of o is labeled by y,
ihen o is also an occurrence in the normal form of
uly « ] and has the same label in the BGhm tree of u
and in the Bohm tree of the normal form of ufy « ¢].

(3) ¥ @ = [s1;...;8a] is an occurrence in the Bohm
tree of u such that for each occurrence 8 = [51;...; 8]
in the path of a, B8 # a, labeled by y, the term c is
relevant in its »** argument where » is the position of
the son of @ in the path of @ ie. 7 = 8341, then there
exists an occurrence ¢ of the Bohm tree of the nermal
form of u[y « c] such that all the labels occurring in
the path of a, except y, occur in the path of o' and
the number of times they occur in the path of o' is
greater or equal to the number of times they occur in
the path of a.

(4) Moreover if |¢| # 0 then the length of o is
greater or equal to the'length of a.

Proof By induction on the number of occurrences of
y in u. We subsiitute these occurrences one by one
and we normalize the term. Let 8 be the occurrence
in the Bohm tree of u corresponding to the occurrence
of ¥ in u we substitute. Let us write

2. [zp : Upld

c=[zn

The term (u/B) has the form (y e; ... e;). When
we substitute y by the term c in (y €1 ... ep) we get
(cey ... ep) and when we normalize this term we get the
term d[z) « e1,...,2p — €p] Which is normal because
the type of the e; are first order. .

Let us consider the occurrences in the B6hm tree of
u, while substituting the occurrence of y correspond-
ing to B, we have removed all the occurrences Blily
where ¢ is an integer (i < pg and v is an occurrence
in the Bohm tree of e;. We have added all the occur-
rences 36 where & is an occurrence of the Bohm tree of
¢ labeled by a variable different from z1,...,2, and all
the occurrences 88y where & is a leaf occurrence in the
Bohm tree of ¢ labeled by a z; and v is an occurrence
of the Bohm tree of e;.




(1) Let B8 be an outermost occurrence of y in the
Bohm tree of u. For each occurrence § in the Bohm
tree of ¢, 36 is an occurrence in the Bohm tree of the
normal form of u[y « ¢]. So |¢| < |u[y « ¢]|.

(2) When an occurrence 8 of y is substituted by ¢
all the occurrences removed have the form B[i]y. So
if no occurrence in the path of a is labeled by y, the
occurrence a remain in the normal form of u[y « cJ.

(3) If the occurrence B is not in the path of a then
the occurrence a is still an occurrence in the normal
form of ufy « c], we take o' = a.

If B = a then the occurrence g is an occurrence of
the Bohm tree of the normal form of u[y — ¢]. We
take @' = B = a. L

If B is in the path of a and B # @, 8 = [sy,...,8)
then let 7 be the position of the son of 8 in the path
of aie. » = 8,4;. Let 4 such that a = B[r]y. By
hypothesis z, has an occurrence in d, let § be such an
occurrence. The occurrence (86~ is an occurrence in
the Bohm tree of the normal form of uly «— c]. We
take o’ = B6~.

In all the cases, all the labels occurring in the path
of a, except y, occur in the path of ' and the number
of times they occur in the path of o’ is greater or equal
to the number of times they occur in the path of a.

(4) X6 =[] then ¢ = [z, : U1)]...[2 : Up)z, and
le|] = 0. Soif |¢| # O then § # L] and the length of o’
is greater or equal to the length of .

Corollary Let us consider a normal term u, a vari-
able y of type T of order at most two and a ground
term c of type T'. If ¢ is relevant in all its arguments
and |c| # 0 then |u| < |ufy « c]|.

Proof We take for o the longest occurrence in the
Bohm tree of u. When we substitute one by one the
occurrences of y, by part (4) of the key lemma, we get
longer occurrences. So there is an occurrence in the
Bohm tree of the normal form of u[y «— c] which is
longer than a. So |u| < |ufy « c]|.

3.2 Constraints on the Substitution o’

First we are going to express some equational con-
straints that the substitution ¢’/ must verify in order
to be a solution to the problem @ = b. Of course
the equation @ = b answers the problem, but we
need simpler ones: our equations will be on the form

(z c1 ... ¢p) = b’ where 2 is a variable and ¢y, ...,¢cq, b’
are ground terms.

Definition 21 Let @ = b be a problem and o a
(ground) solution to this problem. By induction on
the number of occurrences of a we construct a set of
equations =(a = b, 7).

e If a = [z : T'|d then since o is a solution to the
problem a = b we have b = [z : T)e and ¢ is a solution
to the problem d = e. We let

E(a=b,0)=ZE(d=¢,0)

eIlfa=(fd, ...d,) with f universal or local then
since o is a solution toa = b we have b = (f e, ... &)
and o is a solution to the problems d; = e;. We let

Z(e=b,0) = UE(d.- =e;,0)

i

eIfa = (zd, ..d,) with z existential then for all
i such that z has an occurrence in the normal form
of the term (oz od; ... 0di_; 2 0d;yy ... 0dy) we let
¢ = od; and H; = E(d; = od;,0) Sobviously oisa
solution to d; = od;). Otherwise we let ¢; = z; where
z; is a new local vanable and H; = 0. We let

Ea=bo)={(zc1 .. cn) =b}UUH,-

Proposition 6 Let t = (2 d; ... dy) be a term and
o be a substitution. Let ¢; = od; if z has an occur-
rence in (02 od; ... 0di_1 z odiyy ... 0d,) and ¢; = z;
new local variable of the same type as d; otherwise.
The variables z; do not occur in the normal form of
Oz C1 ... Cp).

roof Let us assume that some of these variables have
an occurrence in the normal form of (¢z ¢; ... cp)
and consider outermost occurrence of such a vari-
able z; in the Bohm tree of the normal form of
(o2 ¢1 ... cn). By part (2) of the key lemma, the vari-
able z; has also an occurrence in the normal form of
term (oz ¢y ... ¢n)[2; — od;j | j # i] i.e. in the normal
form of the term (o2 ad; ... odi_y 2z odiyy ... 0dy),
which is contradictory.

Proposition 7 Let a = b be an equation and o a
solution to this equation,

o .the substitution o is a solution to the equations
of the set E(a = b, 0),

o conversely if ¢’ is a solution to the’equations of
E(e = b,0) then ¢’ is also a solution to the problem
a=b.

Proof

e By induction on the number of occurrences of
a. When a is an abstraction (resp. an atomic term
whose head is universal or local) then by induction
hypothesis o is a solution to all the equations of the
set Z(d = e,0) (resp. E(d; = e;,0)), so it is a solution
to all the equations of E(a = b, o).

When a = (z d; ... dn) then by induction hypothesis
o is a solution to. all the equations of the H}s and



