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" MODELING AN EXPERIMENTAL COMPUTER COMMUNICATION NETWORK

J. F. Hayes
Bell Telephone Laboratories, Incorporated

Holmdel, New Jersey

Abstract

This paper reports the results of a performance
study of an experimental computer communication net-
work. The network is currently being designed and
built in order to test concepts and techniques that may
find future application. The network consists of
synchronous digital transmission lines connected in
loops to a Central Switch. User traffic enters the
system through multiplexers connected to the synchro-
nous lines. The Central Switch has the twe-fold
function of routing and controlling traffic.

Two multiplexing techniques were examined, Demand
Multiplexing (DM) and Synchronous Time Division Multi-
plexing (STDM). In both techniques user messages are
blocked into fixed size packets, prior to multiplexing
on the line. The synchronous line can carry these
packets at a minimum rate of 4000° packet slots per
second. In STDM each t@rminal is assigned a packet
slot which recurs periodically. In contrast, for DM,
packets are multiplexed on the line asyhchronously into
unoccupied packet slots. Alternative implementations
of the DM technique were studied, one where each
terminal transmits and receives at a maximum rate of
4000 packets per second and another where the maximum
rate is 2000 packets per second.

As part of its message handling function the
Central Switch buffers messages in transit. This
allows User Terminals to transmit and receive messages
with a degree of independence from one another. How-
ever the terminal strategy affects the amount of
storage required in the Central Switch. 1In order to °
prevent the loss of information when there is insuffi-

cient buffering there is a mechanism to inhibit traffic’

from User Terminals when the Central Switch's buffer is
near overflow. Due to this control of traffic, there
is a relationship between the amount of data that flows
through the Switch and the amount of buffering in the
Switch.

Simulation results showed that there was little
difference in delay performance between the two imple-
mentations of DM. However an analysis comparing DM and
STDM showed a great difference in performance for all
but the very heaviest line loadings. This difference
increases as the number of terminals sharing the Tl
line increases.

Our study concentrated on two aspects of ‘buffering
in the Central Switch. We examined the relationshlp
between throughput and the amount of storage available
in the switch. The results of a simulation study
. showed that throughput can be quite high for all but
minimal storage in the switch. Moveover, a strategy
that dedicates buffers does quite well compared to
common buffering. The second aspect of the study
concentrated upon the User Terminal's strategy.

Since each terminal acts independently, there may be
strategies that make particularly high demands upon
Storage capacity in the Central Switch. An analysis
showed that at the loadings where the system would be
expected to operate, the user strategy in transmitting
and receiving messages has little effect.

.communicate with any other terminal.
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I. Introduction

An experimental computer communications network is
currently being designed and built. The function of
this network is to provide a flexible communications.
medium between computers, users, and peripheral devices.
The network can accommodate sources with varying input-
output rates and varying activity. Many of the com-
ponents of the system employ techniques that are new.
In order to gain insight into the operation of these
components and thereby aid in design decisions, mathe-
matical models were developed. The study of these
models involved both analysis and simulation. The
results are presented in the form of sets of curves.

The system under study consists of several Tl
carrier lines,* configured as loops, connected to-a
Central Switch (see Figure 1). The system is accessed
through Terminal Interface Units (TIU) connected be-
tween User Terminals and the Tl line. In addition to

. forming an interface between the user and the Tl line,

the TIU also does signaling. This signaling plays a
role in switching calls and controlling the traffic
flow.

There may be a wide variation of users accessing
the system, ranging from teletypes to high speed
computer systems. The switch receives messages from
all terminals and delivers messages to all addressed
terminals so that any terminal in the system may
All data passes
through the Switch even when two terminals are on the
same T1 line.

The T1 line operates at a rate of l.5khx106 bps.
For purposes of synchronization and timing the bit
flow is divided into frames of 193 bits, with a flow
of 8000 frames per second. The multiplexing arrange-
ment in the system under study is such that a "network
frame" consists of two adjacent Tl frames. Figure 2
indicates schematically how the 386 bits of the pair
of Tl frames are allocated. Of greatest interest to
us is the 280 bits assigned to carry data. Of these
2k bits are set aside for header. The 2L bit signal
packets convey control and routing information between
the TIU and the Switch.

From the foregoing we see that the information
carrying capability of the T1 loop is 4000 packets per
second, each packet bearing 256 data bits, yielding a
total information capacity of 1.024 Mbits per second.
There are many strategies that can be used to divide
this capacity among the terminals connected to the
loop. We shall evaluate the performance of two of
these, Synchronous Time Division Multiplexing and
Demand Multiplexing. In Synchronous Time Division
Multiplexing (STDM) each user terminal is assigned a
particular packet slot which recurs periodically. The
terminal may multiplex data into its slot and receives °
data only in this same slot. For example, if there
are ten terminals on the T1 loop and each terminal
receives the same service, a terminal may multiplex
packets on the line at a constant rate of 400 packets
per second.

* The T1 carrier line is a digital synchronous short
haul transmission system operating at 1.544 M bit/
sec rate.



In Demand Multiplexing (DM), packet slots are not
assigned to a particular terminal. If a terminal has a
packet to transmit to the Switch, it inserts the packet
into the first slot that is empty. $So that the Switch

can sort packets according to their originating -

terminal, each packets has an address label in its 24
bit header. Similarly, information packets going from
the Switch to the terminal are not ordered and a header
is required for each packet. Furthermore, each T1U
must be able to recognize packets addressed to it.

Once a packet has been multiplexed on the loop
either from the Switch or from a terminal, it has
priority over incoming traffic until it reaches its
destination. A terminal must wait for an empty data
packet slot before it can place a waiting packet onto
the line. A terminal can place an outgoing packet
into a slot from which it is removing an incoming
packet.

We consider two implementations of the DM system,
corresponding to the maximum speed at which terminals
can transmit or receive. In the adjacent slot seizure
implementation, terminals can transmit and receive at a
L4000 packet per second rate. We consider an alternate
implementation where the terminal is constrained to
operate at a 2000 packet per second rate. In this
case a terminal can only write into or read from
alternate packet slots. This implementation is
designated as alternate slot seizure.

A major component of the system is the Central -
Switch. The function of the Switch is to route and to
control the flow of information. All messages gener-
ated at User Terminals pacs through the Switch where
they are passed on to their destination terminals. Now
the operation of the system is such that as it may not
be possible to deliver a message tc its destination
immediately, hence messages are temporarily stored in
the Switch. Also destination terminals have some
control over the way that these stored messages are
read out of the Switch's buffer.

The storage capability of the Switch is not
unlimited; therefore, the flow of information packets
intp the Switch must be controlled. The Switch does
this by informing terminal T1U of the amount of storage
currently available in the Switch. The terminal does
not transmit information packets when there is no room
in the Switch, but holds them until storage is avail-
abler

As mentioned earlier models of the system were
studied in order to gain insight into performance and
thereby guide design decisions. The models studied are
approximations to actual system operation. We felt
that the study of more exact, hence more complicated,
models would have involved far more time and effort,
without a corresponding increase in insight.

. II. Loop Study

A basic consideration in the design of the system
is the response time to interacti‘'e users. An impor-
tant component in this response time is message delay,
which is defined to be the time elapsing between the
arrival of a message at a User Terminal and the depar-
ture of the last packet of the message from the
terminel. Message delay is composed of multiplexing
delay and queuing delay. Message delay is the
criteria that we use to evaluate the multiplexing
techniques under =¥udy. Recall that techniques are
Synchronous Line Division Multiplexing, Demand Multi-
plexing with adjacent slot seizure and Demand Multi-
plexing with alternate slot seizure.

The message delay for STDM can be found through
analytic techniques,* ‘The delay in DM Systems with
adjacent slot seizure has received considerable atten-
tion lately. Analytical solutions can be found in )
references 3, 4 and 5. For the case of DM with
alternate slot seizure, no analytic solution is avail-
able and a simulation was necessary.!? In the study of
message delay incurred in loop multiplexing, we assume
that messages arrive at user terminals at a Poisson
rate of \ messages per second (see Figure 3). We also-
assume that each user terminal receives as much traffic
as it transmits. In calculating delay. the assumption
is made that there are no restrictions on the amount of
storage that is available at User Terminals. Thus it
never occurs that arriving messages are turned away.

Although the analytical and simulation techniques
used in our study are not restricted to a particular
message distribution, we concentrated on the case where
30 percent of the messages are 32 packets long (8192
bits) and the remaining messages are one packet in
duration (256 bits). This message distribution was
our best guess at the actual distribution of messages
in the system and reflects the fact that most terminals
will, in fact, be computers. In the sequel we use the
term variable message length to designate this distri-
bution. The case where all messages are one packet in
duration was also studied to some extent. In referring
to this latter distribution we use the term constant

message length. : .

Typical results of our study of multiplexing
techniques are shown on Figures 4-7. Figures b and 5
examine the relative performance of alternate and
adjacent slot seizure in the DM implementation. In
Figures 6 and T, the performances of STDM and DM with
adjacent slot seizure are compared. In these figures
the load is defined to be the portion of the time that
the line between terminals on the loop is occupied.
These curves apply to the variable message length
distribution defined above. The resulting average
message length is 10.3 packets per message. The
message arrival rate at each station in the loop in
terms of loading, p, is p/(10.3N) messages per slot
time. (Each slot time is 1/4000 sec.) Thus for .103
loading on a 20 terminal loop, messages arrive at a
rate of .0005 messages per slot time or 2 messages per
second. ) :

The results shown on Figures 4 and 5 were obtained
from simulation. The curves indicate delay as a func-
tion of line loading. For comparison the results of a
theoretical calculation of the average and the
standard deviation of delay is also shown on Figures L
and 5 respectively.

The simulation results show that adjacent slot
seizure yields somewhat better delay performance than
alternate slot seizure. For almost all values of line
loading adjacent slot seizure gives lower values of
mean delay and standard deviation of delay. Measure-
ments made on loops with 2, 10 and 64 terminals, not
shown here, yield much the same result.

The reader will notige, however, that for most
values of line loading, the difference between alter-
nate and adjacent slot seizure is not large. The
difference is small enough so that ease of implementa-
tion should probably deternfine the choice between the two.

% : )
A general analysis for which STDM is a special-case
is given in reference 2. i

% In this presentatjon details of analysis and simula-
tion will be omitted. These details will be
published elsewhere.



For each of the simulations care was taken to in-
sure that statistical equilibrium had been reached.
The duration of runs and the random sequences used in
the simulation were varied. The standard deviation of
the estimates of the mean values of delay shown on
Figure 4 can be estimated. We assume that the meas-
sured standard deviations are the true standard devia-
tions. The standard deviation of the mean is then the
measured standard deviation divided by the square root
of the number of samples. The results indicate that
the standard deviation of the mean is small compared
to the mean value. The standard deviation is largest
relative to the mean at light loadings on the 20
terminal loop where it is approximately 5 percent of
the mean.

There is a basic difficulty in making measure-
ments at light loadings on a 20. terminal loop. Due to
the relatively low departure rate, fewer independent
samples can be gathered. Except for the lighter
values of line loading on the 20 terminal loop there
is good correspondence between the results of simula-
tion and theory. Even at these lighter loadings the
results of simulastion are not so far from theory so as
to cast doubt on the simulation.

The comparison of STDM end DM with adjacent slot
seizure was carried out using only analytical tech-
niques. In order to simplify analysis we have ignored
the fact that for DM information packets must contain
the address of the transmitting terminal. No such
addressing is required for STDM. However such
addressing information is a negligible part of an
information packet. For example, for a 64 terminal
loop only 6 bits are necessary to specify the address
of a terminal. We feel that the small improvement in
accuracy that could be attained by considering
addressing did not justify the complications intro-
duced into the analysis.

Typical results are shown on Figure 6 where delay
in both packet times and milliseconds is shown as a
function of line loading for the variable length
message case. As the curves show DM is clearly
superior to STDM. This superiority is more pronounced
at the lighter loading, where the multiplexing time is
the strongest component of delay. In the absence of
interferring traffic the time required to multiplex a
message in DM is an average of 10.3 slot times. 1In
contrast for an STDM system with N terminals the
average time required to multiplex a message is 10.3xN
slot times. As the loading increases the difference
between the two systems decreases. Line traffic in
the DM System interferes with message multiplexing and
as the load increases so does the interference.

Similar results have been obtained for the con-
stant length message distribution. Computations of the
standard deviation of delay for both constant:and
variable message length distributions also show the
same basic pattern.

Another view of the performance is indicated on
Figure 7 where average delay is shown as a function of
the number of terminals in the loop for fixed values
.of loading. In Figure T the dependence of delay in
the STDM system on the number of terminals in the loop
is marked. There is little of this dependence in the
case of DM. However, DM is more sensitive to changes
in load than STDM. NUviCE Lue lalge ,ju.mp in delay
from .5 loading to .9 loading in the case of DM.
Although we have not shown them, similar results
obtain for the constant message length distribution.

III. Switch Throughput

The second phase of our work involved a study of.
buffering in the Switch. Streams of data enter the
Switch from the loops connected to it. System opera-
tion is such that, at any given time, each terminal in
the system transmits to and receives from only one
other terminal in the system. Information on which
pairs of terminals are linked together is stored in
the Switch. Therefore given the origin of an informa-
tion packet, the Switch determines its destination by
looking in a table.

A terminal can rapidly change the destination of
the packets that it transmits. - Stored in the Central
Switch is a list of up to 64 possible correspondent
terminals for each terminal. A terminal that is trans-

mitting to terminal A for example, may select & new

destination, say terminal B. By means of signal
packets (see above) the Central Switch is notified of
this change in destination. After the change all
information packets transmitted from the originating
terminal are routed to terminal B. A terminal, can
select only from the list of its 64 correspondent
terminals stored in the Switch. However this list can
be altered by the originating terminal when it wishes
to make connection with a new terminal or drop connec-
tion with an old. Again signal packets are used to
communicate between the terminal and the Switch. The
process of altering the list requires much more time
then switching between terminals already on the list.

At a given instant of time, a terminal transmits
to and receives from the same terminal. Further each
terminal in the system acts independently .in selecting
the correspondent terminal that is the déstination of
its packets. Thus a terminal may select a destination
terminal that is, at that point in time, corresponding
with a third terminal. In this event the packets that
are transmitted are stored temporarily in the Central
Switch. The Central Switch, again using signal
packets, notifies the destination terminal that
packets from a particular originating terminal are
waiting to be delivered. It may happen that, for a
particularly busy terminal, there may be messages from
several different originating terminals stored in the
Switch waiting to be delivered. The receiving terminal
is free to choose the order in which these messages
are read out of the Switch buffer.

As we have indicated, it may be necessary to
store information packets in the Switch before they
can be delivered. As a practical necessity, the
amount of storage in the Switch is finite and under
heavy loading conditions storage may be used up. In
this situation the Switch sends signal packets to User
Terminals which inhibit transmission until storage is
available in the Switch.

Our study of packet storage capacity in the
Switch focused on two aspects of the problem, through-
put and user strategy. Given the random nature of the
message flow in the system, there will be occasions
when all of the storage assigned to a channel is used
up and the transmitting terminal is inhibited. If
this condition occurs often enough, there will be a
significant effect on the total throughput of data.
Secondly, the user through his strategy in reading out
packets from the Switch can affect the amount of
storage that is required. A certain amount of time is
required to switch to a new correspondent terminal.

If a terminal switches very often moré storage is
needed in the switck.



In order to study throughput and the effect of
user strategy on buffer requirements, a simplified
model was constructed. The model is shown in Figure 8.
N independent data streams carrying A messages per
second flow intc N buffers. These data streams
represent traffic from correspondent terminals flowing
to the same destination terminal. The destination
terminal's changing correspondents is represented by
the switch in Figure 8 moving from buffer to buffer.
In the model the time required to switch buffers is
taken to be either zero or eight packet times (1/4000
second ).

In our study of Switch throughput two kinds of
buffering were considered, dedicated and common. For
dedicated buffering, each of the N buffers is a fixed
size. When a buffer is filled, the transmitting
terminal is informed and information packets are held
at the User Terminal until there is room. In the case
of common buffering, a fixed amount of storage is
allocated for all N buffers. Each input line uses as
much input capacity as it needs. Thus one input line
can use up all of the common storage. Again when
there is no more room in the buffer data flow is
inhibited. In our study of throughput, we assume that
the entire contents of a buffer are removed before

‘moving on to a new buffer. The order in which buffers
are examined is fixed and empty buffers skipped. We
shall also compare this to a strategy where switching
takes place after a single message has been read out
of a buffer.

A good deal of previous work on buffer occupancy

has been based on & Poisson model in which messages
arrive instantaneously with an exponentially
distributed interval of time between messages. A more
realistic model, for our study of throughput, it one
in which messages arrive over a time interval propor-
tional to the message length with the time between
the beginning of one message and the end of the
previous message being exponentially distributed.
This latter model is more appropriate to buffering in
the Switch where the arrival and departure of messages
is over Tl lines and the read in and write out rate of
messages .is the same.

The model represented by Figure 8 was studied by
means of a simulation. The basic tasks of the simula-
tion program is to measure the throughput as a func-
tion of storage capacity and to measure the average
occupancy of the buffers. Input variables to the
program determine the amount of storage available, the
number of input lines and buffers, the time required
to switch between buffers and the message arrival
rate. .

In a run of the simulation program the total
number of packets that were f=d into buffers in a
fixed amount of time were measured. By varying the
total amount of storage available, with all other
parameters fixed, one obtains the relationship between
throughput and storage. Simulation runs were made for
the constant and variable length message distributions.
Measurements were also made of the total number of
messages in the buffers. The results of these latter
measurements will be considered presently when we deal
with user strategy.

Typical results of simulation are shown on
Figures 9 and 10 for 5 and 20 input lines respectively.
In obtaining the results shown on both figures the
variable message length distribution was used. The
switehing time is 8 packet slots. If the line rate is
4000 packets per second, the time required to switch
is 2 msec. The curves show normalized throughput as a
function of the total packet storage with message

arrival probability as a parameter. For each loading
the throughput is normalized to the throughput measured
at very large storage capacity. The message arrival
probability is the probability of a message arriving on
at %east one input line in a packet slot time (1/4000
sec

The basic configuration of the curves is as one
might expect. As the storage capacity decreases, the
throughput decreases. Further the normalized through-
put decreases faster for the large values of loading.

The results show that, even for a limited amount
of storage, the throughput is high. For example, if
there are two packet slots for each buffer, the
throughput is over 7O percent even for high loading.
Results (not shown) for the case of zero switching time
show that for this same amount of storage the through-
put is over 90 percent.

A surprising result shown on Figures 9 and 10 is
that dedicated storage shows better performance than
common storage when there is a limited amount of
buffering available. A combination of factors produces
this result. First of all, even through storage may be
held in common it is committed to input lines in a
specific way that may be far from optimum. The pre-
ponderance of traffic is contained in messages that are
32 packets long. If the amount of storage held in
common is limited, one channel may absorb all of the
storage that is available in the Switch. We have also
simuiated models where all messages are one packet
long. In this case common storage is superior to
dedicated. However, even in this case the difference
between common and dedicated storage is not great.

Storage and User Strategy

At any given point in time a User Terminal knows
which of its 64 correspondent terminals has messages
in the Switch waiting to be delivered. A terminal is
free to read out these messages in any order it wishes.
Presumably terminal will not interrupt the reading out
of a message in order to switch to a new correspondent.
Since the selection procedure is entirely in the hands
of the User Terminal, we studied the effect of differ-
ent strategies on system storage requirements.
Accordingly a calculation of buffer occupancy statis-
tics for different user strategies was performed.

As in the study of throughput we use the model
shown on Figure 8. 1In order to make the analysis
tractible, we assume that messages arrive at a Poisson
rate of A messages per second over each input line.
Further we assume that eight packet slot times are
required to switch buffers. In order to calculate
bounds we also consider the case where no time is
required to switch.

Now if it is known which.of the buffers are not
empty, the worst strategy, in terms of buffer occupancy,
is to always switch- after reading a message out of a
buffer. Thus, even if messages remain in a buffer,
time is wasted in switching to a new buffer. In the
sequel we shall refer to this strategy as "l-by-1". In
contrast the most efficient strategy is to cycle
through the N buffers skipping empties and reading out
the entire contents of non-empty buffers. This latter
strategy is the one consi®ered in the previous section
on throughput. We shall refer to it as "empty before
switch". An intermediate strategy involves switching
at random. In this case, after a message has been
read out of a buffer, one selects the next buffer at
random from those having messages. It can be shown
that, if there are N buffers, the probability of
switching to a new buffer‘is 1-1/N. Thus with



probability 1/N, two messages are read from the same
buffer in succession.

The 1-by-l1 and the random strategies have been
studied by means of the theory of the M/G/1 queue.
The messages arrive over the input lines at a Poisson
rate. The service time is taken to be the time re-
quired to multiplex the message plus the time required
to switch. In the case of random switching, the
switching time is zero with probability 1/N.

The analysis of buffer occupancy in the "empty
before switch" strategy is mathematically difficult.
However an upper bound on storage requirements can be
found. We consider a strategy in which each of the N
buffers is examined in turn (even empty buffers).
This is similar to a polling system which has been
analyzed in reference T.

The results of computations of buffer occupancy
are shown in Figures 11 and 12 for 5 and 20 buffers
respectively. In these figures the average occupancy
of each buffer is shown as a function of load, which
is the product of the message arrival rate and the
average time required to read out a message, NAm. As
expected the lowest buffer occupancy occurs in the
case where no time is required to select a new corre-
spondent. When an 8 slot switching is required, the
technique with the lower occupancy depends upon the
loading. At light loading the 'empty before switch'
strategy shows poorer performance because time is
wasted stopping at empty buffers. It must ‘of course
be remembered that this is only an upper bound for
the 'empty before switch' that selects only non-empty
buffers. As the loading increases there are fewer
empty buffers and the performance of the 'empty before
switch' strategy improves relative to the 1-by-l
strategy.

In the previous section we considered an 'empty
before switch' strategy that skipped empty buffers.
As we have mentioned above, the problem of calculat-
ing occupancy statistics for this technique ‘is
intractable. However the results shown on Figures 11
and 12 form bounds on the skipping empty technique.
The shaded areas in the figures indicate the areas in
which the statistics for this method lie.

If the system is operated below .5 loading the
difference between the different channel switching
strategies is not very large. For example, for 20
channels and .4 loading (see Figure 12) the average
occupancy for l-by-l1 rotating strategy is 1.1 packets.
For the 'empty before switch' strategy skipping
empties, the average occupancy is between .4 and 1.0
packet. As the load increases beyond .5 loading, the
1-by-1 strategy leads to saturation and. the cyclic
system is clearly superior.

Results for the standard deviations of buffer
occupancy have been obtained. These results support
the foregoing conclusions.

The simulation program discussed in the previous
section computed means and standard deviations of
buffer occupancy for an empty before switch strategy
with skipping of empty buffers. The results are
shown on Figures 11 and 12. A comparison of analysis
and simulation indicates that for the most part the
analysis gives upper bounds to the simulation. This
is not unexpected since in the- simulation program
messages arrive over an interval of time, whereas for
the Poisson arrival model used in the analysis
messages arrive instantaneously.
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Abstract

Packet multiplexing or switching systems split in-
coming customer messages into fixed length packets.
Within a packet switching system information is trans-
ferred packet by packet. In this paper a model for a
packet switching node is investigated. Terminals are
connected to the node by local loops. In the model in-
coming messages are quantized into packets and com-
pleted packets are transferred to the desired outgoing
trunk. Buffering techniques are applied to obtain high
trunk utilization. In the model each trunk has a de-
dicated buffer which stores packets queueing up for
transmission. First the statistics of packet arrival
at a trunk buffer is analyzed by investigating the
process of quantizing messages which arrive dispersed
and overlapping in time. Then buffer requirements and
overflow probabilities are derived as a function of
local loop and trunk speeds and for various packet
sizes.

1. Introduction

Packet switching is one of several possible tech-
niques to implement future switched data networks. The
. basic idea behind a packet switching network is to
quantize incoming customer messages into packets of a
certain length and to transfer information between
nodes packet by packet.1 As in a message switching
system, buffering techniques are employed to achieve
high utilization of internodal communication channels.
Packet switching promises some operational advantages
over message switching, e.g., a saving in transmission
delay.

The buffer space provided in the switching nodes
allows queues of packets to build-up in front of
channels just engaged in packet transmission. Natural-
ly, buffer space will always be limited and so will be
the number of packets which can be queued up. Even
though buffer cost will decrease significantly in the
future, buffer size, nevertheless, is an important
parameter from the point of view of proper network
operation. Insufficient capacity may lead to frequent
overflow or nodal congestion, both seriously affecting
network performance or grade of service.

Obviously, the number of packets competing or
queueing for transmission to a certain destination is
closely related to the time pattern in which packets
arrive at the waiting line in front of the desired
channel. It is the purpose of this study to investi-
gate this time sequence in which packets arrive for
transmission to a certain destination given the char~
acteristics of customer messages, their length distrib-
ution and interarrival periods. It will be shown that
the speed of the local loops connecting terminals to
the node has an important influence on this (non-
poisson) packet arrival process. The results of this
analysis will then be used to analyze the number of
packets simultaneously competing cr waiting for trans-
mission, Oor, in other words, to comnpute the required
buffer space for given traffic parameters.

This particular packet arrival process is of more
general significance. It can be observed in systems
splitting-up incoming messages into packets or blocks
and where these packets or blocks then compete for
access to a single facility serving one packet after
another. This facility may be, e.g., a communication
channel connected to a buffered (or statistical) multi-
plexor, or a central processor equipped with a packet
assembling front-end device.

The analysis was inspired by Rudin and Changz’3 and
will rely on methods and results of renewal theory4’5
particularly on P.A.W. Lewis' work.’ While Rudin's work
is exclusivel; based on simulation, we will use the dif-
fusion method’/™9 to obtain approximate analytic and more
general results for buffer requirements.,

2. The Packet Arrival Process

2.1 A Model for the Packet Arrival Process

~ In the following, we will assume that a (large)
number of terminals is connected via local loops of
finite speed to a device collecting a certain number of
bits of incoming messages into packets or blocks of
fixed length, Fig. 1. Due to the finite line speed,

PACKET
AssemsLy | sc:::crmc
TERMINALS CiRCuIT |
l | PACKET
Loc, i SERVICE
Loo,sL l FACILITY
WITH QUEUE
E}%“{___‘l
. E\ CHANNEL,
5 : CPU ETC.
2 ]

PACKET

POISSON PROCESS
OF MESSAGE ARRIVAL
GENERATION PROCESS

Fig. 1. Transformation of the message arrival process

into a packet arrival process.

messages arrive at the packet assembly circuit not in-
stantaneously but more or less dispersed in time. Mes-
sage arrivals from different terminals may also overlap
in time.

A scanning unit detects completely assembled packets
and immediately notifies the packet handling facility.
Then the packet is transferred to that facility and it

"will have to queue for service in case the facility is
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engaged (it is assumed that a packet can be transferred
from the scanning unit to the facility or queue, in
negligible time). It should be emphasized that packet
transfers (or arrivals at the facility or queue) appear
in random time intervals and mixed from various messages



(technically packets can be identified by address in-
formation).

2.2 Assumptions Cohcerning Terminal Traffic

We will assume that all terminals generate messages
at the same average rate and that the time intervals
between two consecutive messages are exponentially di-
stributed. The message lenths are assumed to be inde-
pendent and discrete so that all messages can be broken
down into an integer number of packets at the packet
assembly device. The problem area of incompletely
filled packets will not be discussed here. We take suf-
ficiently many terminals to justify the assumption that
the overall message generation is a poisson process.

Figure 2 shows the message flow from three ter-
minals and illustrates the resulting sequence of packet
transfers or arrivals. Figure 2(a) shows that packet
arrivals have a tendency to cluster. In Fig. 2(b), line
speed is 1/4 of that in Fig. 2(a) and the arrival of
packets is more uniformly distributed over the time
axis. For very low speed lines the packet arrival looks
like a poisson process. This behavior was outlined
qualitatively by Rudin.
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TRANSFERS JHuRNL PELL o paleatnel 11111
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Fig. 2. The packet arrival process.

2,3 The Analysis

To analyze this packet arrival process we use the
concept of a branching poisson process.Sr6 In such a
process there is a series of primary events - the mes-
sage generation points - which follow each other in
random intervals Xj;, X3,.. . According to the assump-
tion in Section 2.2, the X; are independent and taken
from a negative exponential distribution. Each primary .
event generates a sequence of secondary events -
packet generation points. For the analysis we assume
first that secondary events follow each other in random
intervals Y, Y2,..., the Y; being independent and
identically distributed. The general results will then
be applied to the special case of constant packet
length, i.e., Y{ = constant. One generally assumes in-
dependent message lengths which means here that secon-
dary processes are independent of each other. The
packet arrival process in Fig. 1 is a superposition of
all primary and secondary processes where primary and
secondary events are indistinguishable.

We denote the average generation rate of messages
from 411 terminals together by A and the average number
of packets per message by N.

2.4 Interarrival Statistics

For conciseness, we will derive the distribution of
interarrival times between packets directly in a heu-
ristic way. A rigorous derivation is given by Lewis,

It is assumed that an &vent - a packet arrival -
occurs at time t,, long after the process has started.
This can be a primary event - a message generation
point — the probability for that being 1/N, or a secon-
dary event, the probability for that being (N-1)/N. The
probability that it takes more time than, say t, until
the next event occurs is equal to the probability that
no event can be observed in (to, t°+t]. This implies
that there is neither a primary nor a secondary event
in (tq, to+t] . There could be a secondary event belong-
ing to a message generated during (O, to]. Denote by
P(ty, t) the probability that there is no such secon-
dary event in (t,, t0+t]. Recall from Section 2.2 that
message interarrival times are assumed to bé negative
exponentially distributed. Then, if there is a primary
event at £

Prob {no event in (to, to+t]]prim. event at to} -
A

= e_ € P(toyt)

If there is a secondary event at t,

Prob {no event in (tg,, t°+t]]secondary event at tg,} =

-X :
e t P(to,t) Prob {next sec. event, belonging to the
one at ty, more than t apart} .

Denote the right most term in this expression by Ry(t).
It is the distribution of time intervals Y; between
events in a secondary process. Combining both probabil-
ities gives:

R(t) = Prob {no event in (tg, to+t]} =

1 + (N-1) R_(t) At
R, S T
- N P(tost) e » (1)
R(t) 1is the desired interarrival distribution.
P(ty, t) can be derived using properties of the

‘Poisson process.” For tg, > » :

P(t,, t) = Prob. {no sec. event in (t,, to+t]} =

t
exp {-A(N-1) [ R_(u) du} . (2)
A
Therefore,
1+(N-1)R_(t) t
R(t) = o exp {-At - A(N-1) £ R, (u) du} . (3)

This expression for the interarrival distribution can
be evaluated when the distribution R _(t) of time inter-
vals between secondary events is kn .

As stated in Section 2.1 messages arrive at the
packet assembly device dispersed in time because of
finite local loop speed Cp. The time to assemble a
packet from incoming bits is therefore,

L
Y -k

o CL

Lp = packet length in bits.

P



This means that the events in a secondary process -
the points in time where packets of a certain message
are completed - are separated by a constant time inter-
val Yq. ’

From Eq. (3) we get for the probability that two
consecutive packet arrivals are separated by more than
t:

e—ANt 0<t<y
- o
R(t) = (4)
1 -AY (N-1) -At
N e e t > Yo .
The average time between packet arrivals is, of course,
1
Bl == (5)
and the variance becomes
=AN
vatle] = —— [142(-3) o "HLB/CL]; (6)
2.2
AN
The coefficient of variation is
K = var[e]/{E[£]}? = 142(8-1) exp [-ANLp/cp ). (7)
2.5 Discussion and Results

Equations (4) to (7) describe the statistical be-
havior of a stream of fixed length packets or blocks
into which customer messages, arriving randomly and
overlapping in time, are split-up. It is this arrival
process a packetwise-operating facility has to deal
with. The facility may be a trunk to another node, af
central processing unit, etc. Of particular interest
is the influence of three parameters: line speed Cr,
average number N of packets in a message, and total
call rate A.

For given N and Lp it follows from Eq. (7) that for
very fast local loops (Cp, + «) k + 2N-1. This large co-
efficient of variation indicates that packets arrive in
clusters. Figure 2 illustrates this behavior. For slow
local loops (CL + 0) the coefficient of variation ap-
proaches unity and packets arrive in a poisson fashion.
This agrees with intuitive reasoning and was qualita-
tively stated by Rudin.?

Figure 3 shows the interarrival time distribution
for various local loop speeds. The distribution has a
jump at Lp/Cp - the packet duration.

R(1)

K

— I
05 N=SP. |
cLs - C s |tw-2400b
48kb/s 9.6kb/s | 2.4 kb/s
0.2

A=0.5 §i

0.4 =
0.004 0.04 0.4 — q

t/s
Fig. 3. Distribution of packet interarrival times for

different local loop speeds Cy,. Average message
length Ly = 2400 bits, N = 5 packets.

For Fig. 4 it is assumed that incoming messages
have an average length Ly. The curves show R(t) when
Ly is split up into 3, 10, and 30 packets, or, in other
words, for different packet sizes.
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Fig. 4. Distribution of packet interarrival times for
different packet sizes. Average message length
Ly = 4800 bits. Local loop speed Cp = 2400 b/s.

Figure 5 finally illustrates the effect of call rate

A on R(t).
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Fig. 5. Distribution of packet interarrival times for
different call rates. Average message length
Ly = 4800 bits. N = 10 packets, Local loop
speed Cp, = 2400 b/s.

3. Buffer Analysis

3.1 A Model for a Packet-Switching Node

In this section the model given in Section 2.1 will
be expanded to build a structure for a packet switching
node., Our interest will concentrate on the length of
lines of waiting packets as indicated in Fig. 1, and on
the required buffer space to store these packets.

Figure 6 shows a packet assembly device (there
could be more than a single one) on the left and out-
going trunks on the right side. Each packet is directed
to a certain outgoing trunk, depending on the desired
destination of the packet. The trunk selector circuit
in Fig. 6 performs this task using destination informa-
tion stored in the node. Each outgoing trunk has a
memory module and control logic to store packets queue-
ing-up for transmission. Again it is assumed that packet
transfer through the trunk selector in Fig. 6 is fast,
compared to trunk and local loop speeds.

At this point some explanation should be made. The
above model is not intended to describe. the operation



of a presently existing store and forward node. In our
model, buffering techniques are applied to improve
trunk utilization when customer messages are separated
by relatively long.idle periods. This type of traffic
can be observed, e.g., in interactive systems.

TRUNKS WITH

TERMINALS PACKET INDIVIDUAL
E}~\\\\\\\\ ASSEMBLY BUFFERS
= TRUNK TH—
SELECTOR
: g </,:1n |
. LOCAL : CIRCUIT
- Loors L \_IT_L)-—
SPEED
CL

Fig. 6. A packet switching node with individual trunk
buffers.

A separate buffer for each trunk is clearly a waste
of memory space compared to existing systems with
pooled or shared buffers.” This argument may lose some
of its importance in view of rapidly decreasing memory
cost.

3.2 Queue Analysis by Diffusion Approximation

In the following, it is assumed that incoming mes-
sages (and their packets) are evenly and randomly dis-
tributed to all outgoing trunks (Fig. 6). When the
number of terminals is large and packet transfer from
the assembly circuit to a trunk is fast compared to
local loop and trunk speeds, then packet arrival at a
trunk is given by Eqs. (4) to (7). A is then the
average call rate (message generation rate) to a cer-
tain destination.

The primary objective of buffering is high trunk
utilization. We will, therefore, concentrate the ana-
lysis on waiting lines for heavily loaded trunks.
Under heavy load conditions the diffusion agprox1ma-
tion used by Gaver, Shedler and Kobayash1 is an
elegant method to obtain approximate results for the
queue length distribution.

We will briefly outline the basic idea of the dif-
fusion approximation method. Let

Q(t) = number of packets at a certain trunk at
time t. This includes those waiting and
the one being transmitted,

AQ(t) = change in the number of packets over
(t, t + 1)
=Q(t + 1) - Q(r),
denoting by A(t), D(1)
departures during T

ithe number of arrivals and

8Q(t) = A(t) - D(1) .

When the interarrival times a; and service time inter-
vals d; are both independent and identically distrib-
uted, then, for sufficiently large <t to allow many
arrivals and departures in 1, AQ should be approxi-
mately normally distributed. The normal distribution
satisfies the diffusion equation. Solving the steady
state form of this equation with the boundary condition
Q(t) > 0 gives the probability that the waiting line
is longer than n packets.

P(W > 0} % p exp - 2u(n+1)/0?] (®
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where
p=1lim < ! @EIp(n)] - Elam]) 9
troo
and
# = 1lin v " (var[ D(v)] + varlA(D)]) (10)
t>oo
p is the utilization of the service facility and will

be given in Section 3.5. A detailed derivation is given
in Refs. 7,8 and 9.

3.3 The Applicability of the Approximation

The diffusion approximation is based on the fact
that the asymptotic distribution of the number of arri-
vals and departures is a normal distribution, provided
interarrival times are independent and identically
distributed, Furthermore, it requires sufficiently many
events in a given observation time interval to Justlfy
the assumption of a normal distribution.

It is recognized that the use of the diffusion
approximation can only partly be justified in view of
the peculiarities of the packet arrival process with
its interarrival dependencies. Nevertheless, it was
felt that it would be useful to make an attempt with
this method to obtain some analytic results to broaden
the scope of pure simulation.

3.4 The Number of Packet Arrivals in a Time Interval

Equations (9) and (10) require average and variance
of the number of packets arriving and departing during
a certain time interval. Here an assumption for the mes-
sage length distribution must be made. We will assume
that each message contains at least one packet and that
the number of additional packets is geometrlcally dis-
tributed. The average number of packets in a message is
N.

Lew1s6 has computed the distribution of the number
of arrivals in an interval taken long after the process
has started. From his results we can derive E[A(T)]
and Var[A(T)]. The distribution is given as Laplace -
Stieltjes transform of the probability generating func-
tion. From this we find by differentiating and inversion
of the Laplace-Stieltjes transform:

E[A(T)] = ANT (11)
which is intuitively clear.

To obtain Var[A(T)] we differentiate twice and in-
vert again the Laplace-Stieltjes transform and obtain:

a-o [0y (1)

var[a(o] = e + 2@ - b -

Lr/Yo denotes the largest integer smaller than or equal
to 1/Y,.

We recall that Y, is the "duration" of a packet
(Section 2.4). The second term in (12) is due to the
discrete nature of the secondary processes or, in other
words, to the fact that all packets have a constant
length.

We observe the following asymptotic behavior for
var[A(t)]. For fixed t and Y, + 0, i.e., for C + =

Var [A(t)] = AN(2N-1)7 (13a)
which means that packets arrive in clusters. For Yor =,
i.e., for C + 0



var[A(D)] = ANt = E[A(D)] , (13b)
packet arrival has become a poisson process.

3.5 The Service Facility

The average and variance of the number of packets
departing from the system can be obtained by consider-
ing the service facility. In Fig. 6 the service facil-
ity is a trunk with speed Cp. It transmits packet after
packet. The constant service time is, therefore, Lp/Cr.
Hence,

S

E[p(1)] = Tl and var. [D(1) ] = (14)
P

The utilization p in Eq. (8) is:
p = )\NLP/CT = ALM/CT »

is the average message length.
For simplicity LM/CT was put equal to unity giving:
P =A. (15)

3.6 Queue Statistics

From (2) with (11) and (14) we obtain:

C
T
M i AN .

P

For high speed local loops (Cy, + =5 Y, + 0) we get for
the probability that the number of waiting packets is
greater than n:

P_{W>n} %X exp {-2(n+1)(1-A)/A(2N-1)}

This asymptotic result is obtained from Eq. (8) with
(10) and (13) to (15).

Similarly we get for low speed local loops (Cp, + 0;
Yo + =)

PO{W >n} % A exp [ -2(n+1) lil]

For finite, non-zero local 1oopv speed Cp, we get from
Eqs. (10, (12), and (14)

2

o“ = AN {1+2(N-1) [1 - (1 - 2] |3

l)lr/y
N

depends on the duration of the time interval 1 dur-
ing which arrivals are observed. t must be sufficiently
long to justify the assumption of normally distributed
arrivals. No argument to derive an appropriate value
for 1, depending on A and N could be found. It was,
therefore, decided to run a simulation program for
large AN(N=30, A=0.8) where the diffusion appraxima-
tion should produce satisfactory results. Then T was
chosen such that analytic and simulation results were
in good agreement. During this chosen interval T an
average number of 2z=30 packets will arrive at the
queue. For all further analytic results this value of
z was held constant. Apparently, a "window" allowing
30 arrivals {average) seems sufficient to approximate
a normal distribution of the number of arrivals.

Now '

1 [t/Y

P{Ww>n} ¥ Aexp{-2(n+1) (1-A)/A(1+2(N-1) [1-(1- o))}

(16)-
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Recall that Ly/Ct was put equal to unity. (LM 1s the
average message length.) Then
z CL
A

CT

%' -

o

The average length of the waiting line is from Eq. (16):
E[W] % A/(exp{2(1-A)/A(1+2(N-1) [1-(1- %) LT-/Y°])}—1)(17)

where [T/Yo is the largest integer smaller than or
equal to T/Y,.

3.7 Results and Discussion

We will first inspect the expression Eq. (17) for
the average length of the waiting line of packets. It
should produce well-known results for the asymptotic
cases Cp - « and + 0 as well as for N = 1 (one
packet per message).

At high local loop speeds (Cp, + =) messages arrive
instantaneously. The message length was assumed to have
a geometric distribution with an average number of N
packets. XA is the call rate to a certain destination
(Fig. 6). Equation (17) gives for the average. length of
the waiting line of packets which queue up for trans-
mission

E W] % a/{expl2(1-0)/2 (23-1)] -1} .

For sufficiently large N and A close to unity E,
is a very good approximation of the excact result,l0”
For low speed local loops (Cp + 0) messages arrive dis-
persed and overlapping in timé, packet arrival then
becomes.a poisson process, Section 2.5, From Eq. (17)

E W] & a/(exp [2(2-2)/2]1 - 1} .

This result is a good approximation for A close to one.
The same result is obtained for N = 1, which is in-
tuitively clear.

Ex[W]/EO Wl&2nv-1.

This ratio shows very clearly the potential savings in
a packet switching system where messages are quantized
intQ packets and transmission (or other types of ser-—
vice, e.g., processing) is carried out packet by packet.
It must be emphasized, however, that savings can only
be achieved when the local loops connecting terminals
to a node are sufficiently slow. (Technically one can
not choose N arbitrarily large because of addressing
overhead accompanying each packet.)

Figure 7 illustrates the influence of local loop
speed on the average buffer space occupied by packets
waiting for service, i.e., transmission. The average
message length Ly = NLp was held constant and LM/CT
was put equal to unity. Curves are shown for various
packet lengths Lp. The average occupied buffer space is
obtained from Eq. (17) by multiplying by Lp. Figure 8
shows the asymptotic behavior for C; + @ and Cp + 0.
It is important to see that the potential savings in
buffer space given above can only be expected when
local loop speed is very low, roughly 1/40 of the trunk
speed. -



