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PREFACE

The present book grew out of a definite need felt during many years
of teaching at Iowa State College. There seems to be no text adapted to the
American student of economics (undergraduate or graduate) who has had
no thorough training in college mathematics, but who is willing to acquire
some of the mathematical equipment necessary nowadays, for a serious study
of economics.

This book has been written in an attempt to meet such a specific need.
It includes some applications of elementary mathematics to economics, as
well as topics in calculus, probability, and elementary statistics. The examples
are taken from economics. The student is not burdened by the necessity of
familiarizing himself with mechanics and other branches of physics, which
traditionally supply much of the illustrative materials in elementary calculus
texts. It is felt that the economics student who wants to learn mathematics
and statistics has not the time to study those topics which are somewhat
remote from his field of interest.

This book is addressed specifically to the future econometrician—a
student of economics who is willing to use the tools of mathematics and sta-
tistics in his economic investigations. Little mathematical preparation is
required of the student. It is believed that some knowledge of algebra and
elementary trigonometry will be sufficient, although familiarity with ele-
mentary econormics is required. In this connection, two somewhat advanced
books on economic theory are recommended: Kenneth E. Boulding, Economic
Analysis (New York: Harper & Brothers, 1941) and George J. Stigler, The
Theory of Price (New York: The Macmillan Company, 1946). The student
will gain a greater insight into the theoretical economic problems used as
illustrations if he reads the relevant chapters of one or both texts. It is to be
hoped that, after mastering this text, the student or reader will possess suffi~
cient knowledge in mathematics and statistics to understand most of the
articles published in such journals as Econometrica, the Review of Economic
Studies, and the Fournal of the American Siatistical Association.

It is evident that a book which is planned, not for the future professional
mathematician, but for the future econometrician, cannot be entirely rigor-
ous in the proofs of the mathematical theorems involved. Intuitive proofs and
demonstrations are frequently substituted for mathematical rigor, where the

ik



viii Preface

more adequate proof is beyond the scope of the book and also beyond the
powers of most readers or students. Rigorous treatment is already available
in many books on advanced calculus, algebra, and statistics. Some of these
books are indicated in the postscript.

Many empirical examples are included in the exercises of this book. They
represent the efforts of econometricians to utilize statistical methods to obtain
theoretically meaningful economic relationships. The statistical methods used
by these econometricians are not always the most modern ones. In spite of
this fact, it seemed worth while to include, as illustrations, some of the older
results, found with the help of somewhat antiquated statistical methods. It
should be emphasized that the empirical relationships given in the examples
are to be interpreted with some caution. They represent merely efforts to
estimate some kind of average relationship between the variables indicated.
It is to be hoped that these examples, indicative of the great theoretical
interest and practical potentialities of econometrics, will make the study of
mathematics and statistics more interesting to the economist, and will inspire
him to future studies in the field.

Some of the examples in the text require the use of mathematical tables.
The following set of tables can be recommended: H. D. Larsen, Rinchart
Mathematical Tables, Formuias, and Curves, Enlarged Edition (New York:
Rinehart & Company, Inc., 1953).

I should like to express my gratitude to a number of my colleagues at
Iowa State College who have taken a kindly interest in this text and given
me assistance in various ways. I am particularly obliged to Professor Edward
S. Allen (Department of Mathematics), Professor Dio L. Holl (Head, Depart-
ment of Mathematics), Professor William G. Murray (Head, Department
of Economics), and Professor E. R. Smith (Department of Mathematics). I
am also indebted to Professor C. V. Newsom for improvements in the manu-
script. I have to thank Mr. F. Jarred (Melbourne, Australia) for helping me
with the answers to the problems.

Problems marked by * contain important ideas and theorems which
will be required later. Problems and sections marked ** are somewhat more
difficult and may be omitted.

Sources of numerical examples
The numerical examples given in the text are taken from the
following publications:
Coss, CHArRLES W., and PaurL H. Doucras, ‘“A Theory of Production,”
American Economic Review, XVII1 (Supplement) (1938), 139-156.
Davis, H. T., The Analysis of Economic Time Series, Cowles Commission for
Research in Economics, Mono. 6. Bloomington, Ind.: Principia Press,
1941.

, The Theory of Econometries. Bloomington: Principia Press, 1941.
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Dean, Joer, “Department Store Cost Functions,” Studies in Mathematical
Economics and Econometrics; In Memory of Henry Schultz. Chicago: Univer-
sity of Chicago Press, 1942, pp. 222-254.

, ‘““The Relation of Cost to Output for a Leather Belt Shop,” Technical

Paper 2. New York: National Bureau of Economic Research, 1941,

, “Statistical Cost Functions of a Hosiery Mill,”” Studies in Business
Administration, X1, No. 4. Chicago: University of Chicago Press, 1941.

DerksEN, J. B. D., and A. Romeourts, “The Demand for Bicycles in the
Netherlands,” Econometrica, V (1937), 295-300.

DovcLas, Paur H., The Theory of Wages. New York: The Macmillan Com-
pany, 1934, '

, and M. BRONFENBRENNER, ‘“Cross-Section Studies in the Cobb-

Douglas Function,” Journal of Political Economy, XLVII (1939), 761-785.

, and Parricia DaLy, “The Production Function for Canadian

Manufactures,” Fournal of the American Statistical Association, XXXIX

(1943), 178-186.

, Patricia Davy, and Ernesr OLson, “The Production Fuunction for

the United States, 1904, Fournal of Political Economy, LI (1943), 61-65.

, and Grace T. Gunn, “Further Measurement of Marginal Produc-

tivity,” Quarterly Journal of Economics, LIV (1940), 399-428.

, and Grace T. Gunn, “The Production Function for American

Manufacturing for 1914, Fournal of Political Economy, L (1942), 595—

602.

, and Grace T. Gunn, “The Production Function for American

Manufacturing in 1919, American Economic Review, XXXI (1941), 67—

80.

, and Grace T. Gunn, “The Production Function for Australian

Manufacturing,” Quarterly Journal of Economics, LVI (1941), 108-129.

, and Marjorie H. HANDSAKER, ‘“The Theory of Marginal Produc-
tivity Tested by Data for Manufacturing in Victoria,” Quarterly Journal
of Economics, LII (1937), 1-36, 214-254.

Haavermo, T., “Methods of Measuring the Marginal Propensity to Con-
sumer,” Fournal of the American Statistical Association, XLII (1947), 105~
122.

LeonTier, W., The Structure of the American Economy in 1919~1939; An Empirical
Application of Equilibrium Analysis, 2nd ed. Cambridge: Harvard Uni-
versity Press, 1941.

Nicuors, W. H., Labor Productivity Functions in Meat Packing. Chicago: Uni-
versity of Chicago Press, 1948.

Norpm, J. A., “Note on a Light Plant’s Cost Curve,” Econometrica, XV
(1947), 231 .

Pasest, W. R., Jr., Butter and Oleomargarine; An Analysis of Competing Commodi-
ties. (Studies in History, Economics and Public Law, No. 427.) New York:
Columbia University Press, 1937,
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Roos, C. F.,, and VicTtor von Szerski, “Factors Governing Changes in
Domestic Automobile Demand,” in General Motors Corporation: The
Dynamics of Automobile Demand. Detroit: 1939,

SAMUELSON, PAUL A., “A Statistical Analysis of the Consumption Function,”
in A, H. Hangsen, Fiscal Policy and the Business Gycle. New York: W. W,
Norton & Company, Inc., 1941, pp. 250-260.

Scuvitz, Henry, Statistical Laws of Demand and Supply with Special Applications
to Sugar. Chicago: University of Chicago Press, 1928.

» The Theory and Measurement of Demand. Chicago: University of
Clicago Press, 1938.

Stone, RicHarDp, “The Analysis of Market Demand,” Fournal of the Royal
Statistical Society, CVIII (1945), 286—-382.

. The Role of Measurement in Economics. (The Newmarch Lectures, 1940-
1949.) Cambridge, England: Cambridge University Press, 1951.

SzEL®BKI, VicTorR voN, “Frequency Distribution of National Incomc,”
Report of the Meeting of the Econometric Society in Philadelphia,
Econometrica, I1 (1934), 215 f.

, and L. J. PArRADISO, “Demand for Shoes As Affected by Price Levels
and National Income,” Econometrica, IV (1936), 338-355.

TINTNER, GERHARD, “An Application of the Variate Difference Method to
Multiple Regression,” Economeirica, X11 (1944), 97-113.

, Econometrics. New York: John Wiley & Sons, Inc., 1952.

, “Multiple Regression for Systems of Equations,” Econometrica, X1V

(1946}, 5-36.

, “A Note of the Derivation of Production Functions from Farm
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, “Some Applications of Multivariate Analysis to Economic Data,”
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, and O. H. BRownLEE, “Production Functions Derived from Farm
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Warrmann, R. H., “The Statistical Law of Demand for a Producer’s Goods
As Illustrated by the Demand for Steel,” Econometrica, IV (1936), 138~
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WoLp, HerMAN, Demand Analysis; A Study in Econometrics. New York: John
Wiley & Sons, Inc., 1953.
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FUNCTIONS AND GRAPHS

1. Functions

The function concept is one of the most important in both pure and
applied mathematics. The variable y is said to be a function of the variable x
when y depends upon x in such a way that the fixing of x determines one
or more corresponding values of y. The variable x, whose value may be arbi-
trarily assigned (except for the nonpermissible values) is called the independent
variable. The variable y, whose numerical value is determined after a per-
missible value has been given to x, is the dependent variable. If we want to
indicate that y is a function of x, without fixing the specific form of the
function, we write y = f(x). Instead of f, we may use also, as functional
symbols, such letters as g, &, F, G, and so on. Also, we write ¥ = y(x).

I EXAMPLE 1

Let y depend on x through the medium of the formula y = 1/x. Thus
the formula denotes a functional relationship. If x = 3, we have y = 1/3. If
x = —7, we have y = —1/7. If x = 8, we have y = 1/8. If x = 1/3, we
have y = 1/(1/3) = 3, and so forth. We see that for all permissible values
of x (that is, all values except x = 0) we can find the corresponding ». Spe-
cifically, we say then that y is a function of x.

It is easy to illustrate, from economics, the concept of functional rela-
tionship. Consider, for instance, a demand function. Here the quantity
demanded (dependent variable y) may be considered as a function of the
price (independent variable x) of a certain commodity. In production theory,

Nortke: Problems marked by * contain important ideas and theorems which will be
required later. Problems and sections marked ** are somewhat more difficult and may be
omitted. .



4  Some Applications of Elementary Mathematics to Economics

the quantity of the product (dependent variable y) may be considered as a
function of the amount of labor involved in production (independent vari-
able x), and so on.

B EXAMPLE 2

If f(x) is the function of Example 1, we may write, for instance,
1
7= f6) = p6) =~

When we substitute specific values for x, we may write

f(4) = 1/4, which means that x has been replaced by 4,
f(—3) = 1/(—3) = —1/3, which means that —3 has been substituted for x,
f(5/3) = 1/(5/3) = 3/5, and so on.

Instead of a specific number we may substitute into f(x) an algebraic
expression for x; thus,

f(%) =i = a,
a
0

@ EXERCISES 1

1. Lety = f(x) = 3 — 2x + »% Find f(0), f(—2), f(5), f(—1).

2. Let y = f(x) = 2x/(x* — 1). (a) Find f(0); f(—6); f(5); f(2); f(—3/4).
(b) Are the values x = 1 and x = —1 permissible for the given function?

3. Let y = f(x) = (2« — 4z + 6)/2x. (a) Find f(1); f(0); f(—1); f(1/5);
f(—1/3). (b) Is the value x = —2 permissible? (c) Is the value » = 0 permissible?

4. Lety = f(x) = 2= Find £(1); £2); f(4).

5. Let y = f(x) = (2x — 1) Find f(0); f(—1); f(3); f(—1/5).

6 Let y = f(x) = [2(x — 1)*+ 5)/(x + 3% (a) Find £(0); f(—~1; f(5);
f(—=1/2). (b) Is x = 3 a permissible value? (c) Is x = —3 a permissible value of x ?

7. Lety = f(x) = % Find f(0); f(—2); f(4); f(10); f(—10).

8 Let f(x) =2« —1. Find (a) f(1), —f(0); (b) 2A(1), —3f(—1);
(c) LABY/TA(—2)].

9. Let f(x) = a + bx, where « and & are arbitrary constants. Find (a) f(0);
(B) f(—2); (c) f1); () fla); (&) f(—a); () fla/b); (8) S(—a/b)-

10. Let f(x) = ax® + bx -+ ¢, where a, b and ¢ are constants. Find (a) f(0);
®) A—=1); (c) f(1); (d) fla — &); (¢) f(& — a).

**11, Let f(x) = 5x. Find f(a); (6); f(a + b); f(a — b). Show that f(a + &)
< f(a) + f(b). Show that f(a — b) = fla) — f(}).



