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Message from the (General Chair

Welcome to the ICTAI 2001 Meeting

It is a great pleasure and honor for all of the TAI 2001 organizers and committee members to welcome
you to the Thirteenth IEEE International Conference on Tools with Artificial Intelligence 2001.

This conference is unique since it involves the development and integration of emerging Al theories with
practice and application. This theme will make the conference a success story.

With the support of active international researchers like you, the theme of the TAI meetings has been
kept at the forefront of Al technology. We hope that this year’s conference activities (including keynote
speeches, invited sessions and contributed papers) will generate the same synergy as in the past, and help
you generate new ideas and projects.

The success of TAI 2001 was made possible by the hard work and voluntary contributions of many
international researchers and volunteers who served in various capacities including reviewers and the
members of the Steering Committee, the Program Committee, the Local Arrangement Committee, and
other technical committees. Special thanks go to C. V. Ramamoorthy, N. Bourbakis, J. Tsai, B. Wah, D.
Moldovan, E. Pontelli, L. Miller, M. K. Rada, A. M. Kelly, R. Bilof, S. Harabagiu, and R. Girju for their
dedicated help.

We would also like to thank our keynote speakers and the invited presenters for their participation.

Finally, this meeting would have not been possible without the sponsorship of the IEEE Computer
Society and the support from the IEEE Computer Society staff.

Arvind K. Bansal

General Chair
Kent State University



Message from the Program Chair

This volume contains the papers accepted for the Thirteenth IEEE International Conference on Tools
with Artificial Intelligence. The Program Committee selected 44 papers out of 86 submitted. The only
criterion on which the papers were selected was quality of research reported.

The papers cover a broad range of Al topics: multi-agents and distributed Al (7), reasoning (7), planning
(3), machine learning (6), data mining (3), natural language processing (6), Al in software engineering
(3), genetic algorithms (3), constraint satisfaction (3), and applications (3).

Many computer systems incorporate Al techniques, thus becoming more and more intelligent. We see
multi-agent systems able to reason and function in real-world applications, natural language processing
techniques that help curb the information explosion, data mining methods that extract useful information
from large databases, and other tools that use Al techniques. As companies struggle to become more
efficient and competitive, they look toward Al as a mean to build smarter computer systems.

This is truly an international conference as papers came from all over the world. Four distinguished
speakers have agreed to give plenary talks. The high quality of papers coupled with the broad
international participation and ample time for presentations and discussions are likely to make this event
an exciting conference.

The Program Committee members have worked under a tight schedule to review and select the best
papers and they deserve our gratitude. I would also like to thank all the TAI committees and the IEEE
Computer Society staff that made this proceedings and conference possible. I also wish to acknowledge
the hard work and diligence of Roxana Girju who has assisted me with the conference organization.

Dan Moldovan

ICTAI 2001 Program Chair
University of Texas at Dallas
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Towards Ontological Reconciliation for Agents

Leon Sterling & Kendall Lister
Intelligent Agent Laboratory:
http://www.cs.mu.oz.au/agentlab
Department of Computer Science and Software Engineering
The University of Melbourne, Victoria, 3010, Australia
leon, krlecs.mu.oz.au

Abstfact

This paper addresses issues faced by agents operating
in large-scale multi-cultural environments. We argue for
systems that are tolerant of heterogeneity. The discussion
is illustrated with a running example of researching and
comparing university web sites, which is a realistic sce-
nario representative of many current knowledge manage-
ment tasks that would benefit from agent assistance. We
discuss efforts of the Intelligent Agent Laboratory toward
designing such tolerant systems, giving a detailed presenta-
tion of the results of several implementations.

1 Introduction

Useful knowledge systems inevitably incorporate vast
amounts of information. The evolution of the .computer as
a data processing device, and computer networks as com-
munication media, has provided the technical means to ag-
gregate enormous quantities of information. Our capacity
for accumulation, storage and reproduction of data and in-
formation has out-paced our ability to perceive and manip-
ulate knowledge. These three observations are not new —
Vannevar Bush identified just such a glut of knowledge and
information over fifty years ago. He proposed a technologi-
cal solution in the form of the memex, an enlarged intimate
supplement to memory that anticipated the hypertext sys-
tems of today [3].

The development of a (pseudo-)global communication
infrastructure that provides means for the publication, com-
parison and aggregation of apparently limitless amounts of
data, i.e. the WWW, has changed the way we can manipu-
late information. We have created a potential to ask ques-
tions as individuals conducting our daily lives that previ-
ously would have been dismissed as infeasible unless one
had the resources of a dedicated organisation. For example,

with the entry cost of publishing a web site effectively neg-
ligible, the university that does not do so is the exception
rather than the rule. Consequently, thousands of descrip-
tions of courses, programs and facilities are available for us
to peruse. There immediately arises the need for compar-
ison. It is natural to ask reasonable and seemingly simple
questions such as “Which faculties offer courses in applied
machine vision?” or “Which campuses provide accommo-
dation facilities for post-graduate students?”.

To answer questions like these, we could fairly easily
compile a list of university web sites. Each site could be
visited in turn. Through browsing or searching we could un-
cover the information relevant to answer our question. We
could then compare the results of our research from each
site to formulate an answer. Many people perform this very
task every day.

The question that interests this paper is why our comput-
ers can’t do this for us yet. The followup question is how to
approach the issue of enabling our computers to search and
filter information to ask specific questions. While search
engines are becoming increasingly powerful, and answer
some specific questions well, they do not have anywhere
near the generality needed.

The example of university service descriptions is use-
ful to study. Finding information from university sites is
a real problem. Universities as institutions tend naturally
to develop and often then actively promote their individual-
ity. Their local culture flavours their presentation of infor-
mation that must then be reconciled with information from
other institutions that apply their own cultural characteris-
tics to their publications. If we are to manage knowledge
from a variety of sources effectively, we will need the assis-
tance of software that is culturally aware and is capable of
negotiating the conflicts that arise when such heterogeneous
knowledge is juxtaposed.



2 Organisational Culture & Communication

Today’s reality is that knowledge from large numbers
of heterogeneous sources must be integrated in such a
way that any differences in representation and context
can be effectively reconciled. The ability to work with
knowledge from incongruous sources is becoming increas-
ingly necessary [15] as the focus of information processing
moves beyond intra-organisational interaction and begins to
transgress borders, whether departmental, corporate, aca-
demic or ethnic. Organisations, whether companies, uni-
versities, industries, or nations, develop unique cultures as
they grow. Organisational culture is considered to be both
constructive and inhjbitive as far as the day to day opera-
tions of the organisation are concerned. In the context of
knowledge management organisational culture creates sig-
nificant barriers to inter-organisational communications and
transactions.

Organisational cultures arise as individual organisations
develop mechanisms, procedures and representations for
dealing with the issues that they face. Inevitably, because
these cultures are generally developed in isolation, each or-
ganisation arrives at different solutions to what are often
very similar problems. To work effectively in an organi-
sation, individuals often must disregard their personal ap-
proach to a situation in lieu of an agreed common under-
standing shared by the other members of the group. We do
this naturally when we work together on a problem. Team-
work and the ability to understand another’s point of view
are recognised as desirable qualities. Such qualities are also
becoming desirable in software as agents play an increasing
role in our communication and collaboration.

There are also disadvantages in requiring every member
of an organisation to follow a centralised doctrine. Stan-
dardisation can result in inflexibility and a reduced ability
to adapt and cope with a wide variety of situations effec-
tively. Lack of flexibility is exacerbated when organisa-
tions attempt to interact with external groups. People in-
evitably find that even when they think that they are work-
ing in similar domains and facing common problems, they
are unable to communicate effectively. Cultural differences
between organisations, differences that arise as each organ-
isation attempts to codify its individual approach to various
situations, create impediments. The streamlining that ap-
peared necessary for efficient operation within each organi-
sation now stands as a barrier to interoperation and sharing
of resources. Exactly such an incongruity also manifests
in the information and knowledge generated by organisa-
tions. The problems faced by software agents negotiating
such data are analogous.

When we suppress our own intuitive understanding of a
situation and attempt to adopt a standardised, agreed upon
approach, we increase our ability to interact with others who

have similarly adapted their individual understanding to that
of the group or community. But we also lose something
in the process: context and generality. An efficient under-
standing of a situation is like a model. The more closely
it describes a particular situation, the less effectively it de-
scribes a general class of situations. As we move from a
general conceptualisation of a situation rich with seman-
tic flexibility to a specific understanding, we tend to es-
chew context. The very generality that gives us the abil-
ity to deal with many varied and new situations is a bar-
rier to communication. At the same time that ambiguity
allows adaptation, it prohibits individuals from establishing
the certainty of agreement that is necessary for confidence
that each understands the other. Standardisation of prac-
tices and understandings does not create a panacea for the
difficulties of communication and collaboration, as organ-
isations discover. On a small scale, adoption of standard-
ised approaches helps individuals to cooperate and achieve
goals too large for a single person. On a larger scale, the
effort required to establish and prescribe global standards
and common approaches grows rapidly beyond feasibility
as the number of participants and the amount of data being
manipulated increases. As our ability to communicate and
interact across cultural borders increases, so does our desire
to do so. If our software tools are to scale, they must be
provided with reconciliation capabilities.

3 Our Software Colleagues

Computers can be viewed as an extreme example of
co-workers with poor teamwork and communication skills.
When specifying a task for a software application or agent,
we must specify every step in precise detail, detail that will
generally remain constant throughout the life of the soft-
ware. Humans are able to adjust the level of abstraction
at which they conceptualise a particular situation. Com-
puters by contrast have the capacity only for comparatively
very low levels of abstraction. As machines that follow ex-
plicit instructions to the letter, their operation is analogous
to the most procedural organisational standards, and unsur-
prisingly they adapt to new situations with great difficulty.

Traditional computational paradigms require that
computer-mediated representations of information and
knowledge be exact and literal; for a computer to process
information requires simplistic structuring of data and
homogeneous representations of concepts. In order to
maintain consistency during processing, traditional ap-
proaches require that each participant in a system, whether
human or software, subscribes to a common understand-
ing of the concepts within the system. In other words,
traditional knowledge systems require the adoption of an
absolute ontological world-view; deviation from a priori
agreed terms and understandings results in a breakdown in



communication and loss of consistency through the system.

Ontological homogeneity has worked well for systems
with little direct human interaction, when the computers can
be left to sort out technical details and humans can work at
a level removed. Isolating the technical details of a system
from those areas with which humans interact permits engi-
neering of the technical aspects to create an optimised en-
vironment. The World Wide Web is an example of a large-
scale system where the level at which humans interact with
the system is quite separate from the level at which ma-
chines interact with each other. We write web pages and
read them by navigating along hypertextual paths, while
machines manage domain name resolution, protocol selec-
tion, transmission of data and rendering of text and images.

The gap between the activities of humans and machines
is highlighted by the problems that occur when we try to
make machines work closer to our level as we attempt to
automate various functions that we currently perform man-
ually. The example of this most recognisable to the ordinary
web user is searching for information, an obviously diffi-
cult problem that has yet to be solved to our satisfaction.
But a more far-reaching problem is that of integrating the
vast quantities of information available in such a way that
we can seamlessly assimilate whatever sources of data are
most appropriate to the task at hand, whatever that task may
be. ;

4 Reconciling Conceptualisations

The ability to manipulate concepts at varying levels of
detail and to match the level of detail to the needs of the sit-
uation at hand is an effective tool for processing knowledge
and communicating. Being able to subsume detail within
conceptual units of knowledge allows us to overcome the
natural limits of our processing capacity. Although there
appear to be cognitive limits on the number of concepts we
can articulate at any given time, we have the critical ability
to ‘chunk’ collections of knowledge into single units [11, 5],
effectively providing a capacity to search through informa-
tion webs both widely and deeply as necessary.

When the scope of an information or data handling task
becomes too great for us to process in a reasonable amount
of time, we conscript computers to assist us with storage, re-
call and simple processing. By handing low-level informa-
tion processing tasks to machines, humans are freed to con-
sider issues at higher levels of abstraction. To continue to
increase the assistance provided by computers as we work,
our tools must be elevated to higher levels of abstraction.

As knowledge travels through progressively lower lev-
els of abstraction, its context degrades as generality is re-
placed by specificity and logical operability. Humans re-
quire some specificity in order to communicate success-
fully. The desired degree of consistency of conceptualisa-

tions determines the extent of specificity that is necessary.
It has been suggested that consensus between participants is
not always necessary for successful collaboration [1, 12].

Humans are capable of identifying mismatches of un-
derstanding in our communications and negotiating shared
perspectives as we interact with others [2]. Human natural
language is neither precise nor predictable, and this seems
to reflect the way that we understand the world through our
internal representations and conceptualisations. When we
express ourselves in natural language, we often encounter
confusion and difficulty as others attempt to understand us.
This requires us to explore alternative expressions, search-
ing for representations that others understand. We do this
naturally, and our attention is drawn to the process only
when it fails. However we are generally capable of finding
enough common ground for communication of knowledge
to proceed. We are often even able to convey basic infor-
mation without a common language, as any tourist who has
managed to gain directions to a restaurant or train station
with much waving of hands can attest.

Computer mediated communication removes many of
the mechanisms that we use to assist our process of recon-
ciling conceptual differences during interpersonal commu-
nication, and generally leaves us at best with spoken or writ-
ten language. We use the term ontological reconciliation for
the process of matching conceptual differences. Anecdo-
tal evidence documents the detrimental affects on effective
communication of using a ‘low bandwidth’ medium such
as a telephone or a ‘high latency’ medium such as the post
or e-mail. The effects of limited representation of concepts
are exacerbated when computers are no longer just the com-
munication medium but also themselves participants in the
communication and knowledge manipulation. In order for
the processing power of computers to be utilised, knowl-
edge must be reduced to a representation suitable for log-
ical operations. Fitting knowledge to logical representa-
tions is largely a subjective process. Decisions must be
made about how to express complex concepts in relatively
constrained languages; these decisions are made by people
whose choices of representation and expression are influ-
enced by their own cultural background. Consequently, as
context is lost problems then arise as other organisations
with different cultures, or even just individuals with dif-
ferent conceptualisations, attempt to understand the logical
representation and rebuild the original knowledge.

Let’s return to our running example of university web
sites. We accept that universities must deal with teaching
and research. Most universities offer undergraduate degrees
in the areas of engineering, arts, science and commerce.
But when it comes to describing their activities, where one
university may use the word course to refer to a particular
degree program, another will use course to mean an indi-
vidual subject within a degree; a third institution may use



course to describe a particular stream or program within a
degree. Some institutions will say unit where others say
subject or class. Due to their own individual organisational
cultures, different institutions use different vocabularies to
describe their activities. The researcher wishing to compare
the services provided by different universities will generally
quickly identify the differences. Through an understanding
of the knowledge domain of university activities and ser-
vices, a researcher will be able to translate between terms,
usually assimilating them into their own personal ontolog-
ical understanding, which itself will be shaped by personal
experiences. If they are from a university that uses course
to mean a unit of teaching and program to describe an un-
lergraduate degree, they will probably translate the descrip-
tions from other institutions into this ontology. If they are
not from a particular university, they will probably draw on
whatever experience they have of academic institutions, and
if they have none, they may build their own ontology from
the collection of university representations.

To create software agents that can handle this level of on-
tological complexity would seem to be very difficult. Why
then is it preferable to simply agreeing upon a global ontol-
ogy to which all agents subscribe, a centralised language of
understanding and representation, or even a global directory
of multiple re-usable ontologies from which agents select
as necessary? Ontology creation itself is very difficult. It
requires the ability to define many concepts precisely and
consistently. It requires the ability to predict appropriate
assumptions and generalisations that will be acceptable to
most, if not all, people. It also requires universal access and
distribution infrastructure, and a well-established and ac-
cepted knowledge representation format. It requires some
way to address the desire for agents and humans to interact
at variable levels of abstraction as particular situations de-
mand. It requires constant maintenance to ensure freshness
and currency, yet also must provide backward compatibility
for old agents. It requires that agent developers familiarise
themselves with the prescribed knowledge representation
formats, ontologies and protocols and adapt their own de-
velopment efforts to suit them. These issues make a global
ontology infrastructure unsuitable as the sole approach, and
it is our belief that effort spent adding tolerance of hetero-
geneity to systems will provide greater benefit as we begin
to introduce agents to our multi-cultural world.

In addition to the practical benefits, one of our strongest
desires for tolerance of heterogeneity for software systems
is rooted unashamedly in idealism: humans manage to re-
solve ontological differences successfully, in real time and
‘on the fly’. This ability gives us much flexibility and adapt-
ability and allows us to specialise and optimise where pos-
sible and yet generalise and compromise when necessary.
Therefore, it seems both feasible and desirable to have as a
goal a similar capability for software agents.

If we are to make effective use of multi-cultural data
from heterogeneous sources, we need ways and means to
reconcile the differences in representation. If we are to work
efficiently to solve large information problems, we need the
assistance of automated mechanisms. To achieve both, we
need systems that are tolerant of heterogeneity.

Reconciling ontological differences requires understand-
ing the difference between concepts and their representa-
tions; in semiotic terms, appreciating the difference be-
tween the signified and the signifier. Reconciling ontolog-
ical differences means reading multiple texts that represent
identical, similar or related concepts and being able to work
with them at the concept level rather than at the level of
representation.

For databases or XML documents, ontologicial recon-
ciliation might be as simple as realising that two fields in
different data sources actually contain the same class of
data. On the other hand, it might be as complex as deciding
that articles from an economics magazine and an automo-
tive magazine are discussing different topics even though
they both have ‘Ford’ and ‘analysis’ in their titles, some-
thing that current search technologies would be unlikely to
realise.

As the number of data sources available to us and our
ability to access them on demand and in real time is in-
creasing, the overhead of pre-constructing a complete on-
tology for a given interaction becomes less and less viable.
Large scale interconnectedness and increased frequency of
data transactions across organisational and cultural borders
leads to a reduction in the useful life of any context con-
structed for a particular transaction. Just as we are able to
establish contexts and construct suitable local ontologies as
needed for particular interactions, if we want to be able to
include software agents in our higher level communication
and knowledge management they will need to be capable of
similar conceptualisation.

5 IAL Developments

The Intelligent Agent Laboratory at the University of
Melbourne has been working for a number of years on
knowledge representation and manipulation for informa-
tion agents [13, 14]. When considering how best to struc-
ture knowledge for information agents, two questions arise:
what types of knowledge should be pre-defined and what
should be left to be learned dynamically? Research at the
Intelligent Agent Laboratory addresses these questions in
both theory and practice; the remainder of this paper de-
scribes three recent projects.



