ADAPTIVE
FILTERING
| PRIMER

| with

| MATLAB'

Alexander D. Poularikas
Zayed M. Ramadan

Taylor & Francis
Taylor & Francis Group




ADAPTIVE
FILTERING
PRIMER
with
MATLAB®

Alexander D. Poularikas
Zayed M. Ramadan,
P L& mﬁ \
‘%

-

E200604204

Taylor & Francis
Taylor & Francis Group

Boca Raton London New York

,n

A CRC title, part of the Taylor & Francis imprint, a member of the
Taylor & Francis Group, the academic division of T&F Informa plc.



Published in 2006 by

CRC Press

Taylor & Francis Group

6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

© 2006 by Taylor & Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group

No claim to original U.S. Government works
Printed in the United States of America on acid-free paper
10987654321

International Standard Book Number-10: 0-8493-7043-4 (Softcover)
International Standard Book Number-13: 978-0-8493-7043-4 (Softcover)
Library of Congress Card Number 2005055996

This book contains information obtained from authentic and highly regarded sources. Reprinted material is
quoted with permission, and sources are indicated. A wide variety of references are listed. Reasonable efforts
have been made to publish reliable data and information, but the author and the publisher cannot assume
responsibility for the validity of all materials or for the consequences of their use.

No part of this book may be reprinted, reproduced, transmitted, or utilized in any form by any electronic,
mechanical, or other means, now known or hereafter invented, including photocopying, microfilming, and
recording, or in any information storage or retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.com
(http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC) 222 Rosewood Drive,
Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that provides licenses and registration
for a variety of users. For organizations that have been granted a photocopy license by the CCC, a separate
system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used only
for identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Poularikas, Alexander D., 1933-
Adaptive filtering primer with MATLAB / by Alexander D. Poularikas and
Zayed M. Ramadan.
p. cm.
Includes bibliographical references and index.
ISBN 0-8493-7043-4
1. Adaptive filters. 2. MATLAB. 1. Ramadan, Zayed M. II. Title.

TK7872.F5P68 2006
621.3815'324--dc22 2005055996

o
Visit the Taylor & Francis Web site at
l r I I | a http://www.taylorandfrancis.com

) Taylor & Francis Group and the CRC Press Web site at
is the Academic Division of Informa plc. http://www.crepress.com



ADAPTIVE
FILTERING
PRIMER
with
MATLAB



Dedication

To my grandchildren Colton-Alexander and Thatcher-James, who have
given us so much pleasure and happiness.

A.D.P.

To my great mom, Fatima, and lovely wife, Mayson, for their
understanding, support, and love.

Z.M.R.



Preface

This book is written for the applied scientist and engineer who wants or
needs to learn about a subject but is not an expert in the specific field. It is
also written to accompany a first graduate course in digital signal processing.
In this book we have selected the field of adaptive filtering, which is an
important part of statistical signal processing. The adaptive filters have
found use in many and diverse fields such as communications, control, radar,
sonar, seismology, etc.

The aim of this book is to present an introduction to optimum filtering
as well as to provide an introduction to realizations of linear adaptive filters
with finite duration impulse response. Since the signals involved are ran-
dom, an introduction to random variables and stochastic processes are also
presented.

The book contains all the material necessary for the reader to study its
contents. An appendix on matrix computations is also included at the end
of the book to provide supporting material. The book includes a number of
MATLAB® functions and m-files for practicing and verifying the material in
the text. These programs are designated as Book MATLAB Functions. The
book includes many computer experiments to illustrate the underlying the-
ory and applications of the Wiener and adaptive filtering. Finally, at the end
of each chapter (except the first introductory chapter) numerous problems
are provided to help the reader develop a deeper understanding of the
material presented. The problems range in difficulty from undemanding
exercises to more elaborate problems. Detailed solutions or hints and sug-
gestions for solving all of these problems are also provided.

Additional material is available from the CRC Web site, www.crc-
press.com. Under the menu Electronic Products (located on the left side of
the screen), click Downloads & Updates. A list of books in alphabetical order
with Web downloads will appear. Locate this book by a search or scroll down
to it. After clicking on the book title, a brief summary of the book will appear.
Go to the bottom of this screen and click on the hyperlinked “Download”
that is in a zip file.

MATLAB® is a registered trademark of The Math Works, Inc. and is used
with permission. The Math Works does not warrant the accuracy of the text
or exercises in this book. This book’s use or discussion of MATLAB® software
or related products does not constitute endorsement or sponsorship by The



Math Works of a particular pedagogical approach or particular use of the

MATLAB® software.
For product information, please contact:

The Math Works, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508-647-7000

Fax: 508-647-7001

E-mail: info@mathworks.com
Web: www.mathworks.com
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chapter 1

Introduction

1.1 Signal processing

In numerous applications of signal processing and communications we are
faced with the necessity to remove noise and distortion from the signals.
These phenomena are due to time-varying physical processes, which some-
times are unknown. One of these situations is during the transmission of a
signal (message) from one point to another. The medium (wires, fibers,
microwave beam, etc.), which is known as the channel, introduces noise and
distortion due to the variations of its properties. These variations may be
slow varying or fast varying. Since most of the time the variations are
unknown, it is the use of adaptive filtering that diminishes and sometimes
completely eliminates the signal distortion.

The most common adaptive filters, which are used during the adaptation
process, are the finite impulse response filters (FIR) types. These are prefer-
able because they are stable, and no special adjustments are needed for their
implementation.

The adaptation approaches, which we will introduce in this book, are:
the Wiener approach, the least-mean-square algorithm (LMS), and the
least-squares (LS) approach.

1.2 An example

One of the problems that arises in several applications is the identification
of a system or, equivalently, finding its input-output response relationship.
To succeed in determining the filter coefficients that represent a model of
the unknown system, we set a system configuration as shown in Figure 1.2.1.

The input signal, {x(n)}, to the unknown system is the same as the one
entering the adaptive filter. The output of the unknown system is the desired
signal, {d(n)}. From the analysis of linear time-invariant systems (LTI), we
know that the output of linear time-invariant systems is the convolution of
their input and their impulse response.
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Unknown d(n) e(n)
system (filter)

h

x(n)

/

Adaptive
filter (system)

y(n)

w

e(n) =d (n)—y(n)

Figure 1.2.1 System identification.

Let us assume that the unknown system is time invariant, which indi-
cates that the coefficients of its impulse response are constants and of finite
extent (FIR). Hence, we write

d(n)=2hk x(n—k) (1.2.1)

k=0

The output of an adaptive FIR filter with the same number of coefficients,
N, is given by

y(n)= Zwkx(n —k) (1.2.2)

k=0

For these two systems to be equal, the difference e(n) = d(n) — y(n) must be
equal to zero. Under these conditions the two sets of coefficients are equal.
It is the method of adaptive filtering that will enable us to produce an error,
e(n), approximately equal to zero and, therefore, will identify that w,’s = h,’s.

1.3 Outline of the text

Our purpose in this text is to present the fundamental aspects of adaptive
filtering and to give the reader the understanding of how an algorithm, LMS,
works for different types of applications. These applications include system
identification, noise reduction, echo cancellation during telephone conver-
sation, inverse system modeling, interference canceling, equalization, spec-
trum estimation, and prediction. In order to aid the reader in his or her
understanding of the material presented in this book, an extensive number
of MATLAB functions were introduced. These functions are identified with
the words “Book MATLAB Function.” Ample numbers of examples and
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figures are added in the text to facilitate the understanding of this particular
important signal processing technique. At the end of each chapter, except
this introductory chapter, we provided many problems and either complete
solutions or hints and suggestions for solving them.

We have tried to provide all the needed background for understanding
the idea of adaptive filters and their uses in practical applications. Writing
the text, we assumed that the reader will have knowledge at the level of a
bachelor’s degree in electrical engineering. Although only a small amount
of new results is included in this text, its utility of the presented material
should be judged by the form of presentation and the successful transferring
of the fundamental ideas of adaptive filtering and their use in different areas
of research and development.

To accomplish the above mentioned goals, we have started introducing
digital signals and their representation in the frequency domain and z-transform
domain in Chapter 2. Next, we present in block diagram form the three
fundamental discrete systems: finite impulse response (FIR), infinite impulse
response (IIR), and the combined system known as the autoregressive mean
average (ARMA).

Since most of the input signals in applications of adaptive filtering are
random signals, we introduce the notion of random variables, random
sequences, and stochastic processes in Chapter 3. Furthermore, we introduce
the concepts, and the approaches of finding the power spectral density of
random signals.

Chapter 4 develops the foundation for determining minimum mean-square
error (MSE) filters. The chapter introduces the Wiener filter, and the
“bowl-shaped” error surface. The Wiener filter is also used in a special
configuration named self-correcting filtering.

Since the magnitude of the difference between the maximum and min-
imum value of the eigenvalues of the correlation matrix plays an important
role in the rate of convergence of adaptation, Chapter 5 introduces the theory
and properties of the eigenvalues and the properties of the error surface.

Chapter 6 introduces the following two gradient search methods: the
Newton method and the steepest descent method. A derivation of the con-
vergence properties of the steepest descent method is presented, as well as
the valuable geometric analogy of finding the minimum point of the
“bowl-shaped” error surface.

Chapter 7 introduces the most celebrated algorithm of adaptive filtering,
the LMS algorithm. The LMS algorithm approximates the method of steepest
descent. In addition, many examples are presented using the algorithm in
diverse applications, such as communications, noise reduction, system iden-
tification, etc.

Chapter 8 presents a number of variants of the LMS algorithm, which
have been developed since the introduction of the LMS algorithm.

The last chapter, Chapter 9, covers the least squares and recursive least
squares signal processing.

Finally, an Appendix was added to present elements of matrix analysis.






chapter 2

Discrete-time signal
processing

2.1 Discrete-time signals

Discrete-time signals are seldom found in nature. Therefore, in almost all cases,
we will be dealing with the digitization of continuous signals. This process will
produce a sequence {x(nT)} from a continuous signal x(t) that is sampled at
equal time distance T. The sampling theorem tells us that, for signals that have a
finite spectrum (band-limited signals) and whose highest frequency is wy
(known as the Nyquist frequency), the sampling frequency @, must be twice as
large as the Nyquist frequency or, equivalently, the sampling time T must be
less than one half of its Nyquist time, 277/ @wy. In our studies we will consider
that all the signals are band-limited. This is a reasonable assumption since we
can always pass them through a lowpass filter (pre-filtering). The next section
discusses further the frequency spectra of sampled functions.

Basic discrete-time signals

A set of basic continuous and the corresponding discrete signals are included
in Table 2.1.1.

Table 2.1.1 Continuous and Discrete-Time Signals

Delta Function

ét)=0 t#0
Jé(t)dt:l

1 n=0
o(nT)=

{0 n#0

(Continued)
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Table 2.1.1 Continuous and Discrete-Time Signals (Continued)

Unit Step Function

1 t>0
u(t) =
0 t<0
1 n>0
u(nT) =
0 n<0

The Exponential Function

x(t) = e "u(t)

x(nT)=e ""u(nT) = (e ")'u(nT)=b"u(nT)

2.2 Transform-domain representation
of discrete-time signals

Discrete-time Fourier transform (DTFT)

Any non-periodic discrete-time signal x(f) with finite energy has a discrete-time
Fourier transform (DTFT), which is found by an approximation of the Fourier
transform. The transform is found as follows:

X(ef(u’l‘) - F{X(HT)} = J‘” x(t)eijw,dt = i J‘):.—T X(t)dt
= 2.2.1)
- Tz x(nT)e—jwn'I'

where the exact integral from nT — T to nT has been replaced by the
approximate area T x x(nT). When T = 1, the above equation takes the
form

X(e”) = i x(n)e " (2.2.2)

N=—oc0

The relation X(¢/“"*™)= X(e/?¢/**)= X(¢/”) indicates that the DTFT produces
spectra that are periodic with period 2.

Example 2.2.1: Plot the magnitude and phase spectra for the time func-
tion x(n) = 0.9"u(n).



