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Preface

The past decade has seen a rapid growth in the demand for the usage of behavioral
and physiological characteristics of humans for e-security and forensics applications.
The significant advances in the biometrics techniques are increasingly incorporated in
a number of other applications. In this context, medicine has emerged as the largest
and most promising area. Medical biometrics primarily refers to the usage of behav-
ioral and physiological characteristics of humans for medical diagnosis and body
care. Thus the goal of medical biometrics is to explore solutions to the open problems
in medicine using biometric measurements, technologies and systems.

The International Conference on Medical Biometrics ICMB 2008) was the first major
gathering in the world devoted to facilitating this interaction. We are pleased that this
conference attracted a large number of high-quality research papers that will benefit
international medical biometrics research. After a careful review process, 40 papers were
accepted either for oral (17) or poster (23) presentations. In addition to these technical
presentations, this conference also held a workshop on Computerized Traditional Chi-
nese Medicine. Our efforts are focused to generating awareness among researchers,
organizing researchers to foster research in this area, and providing a common platform
for discussion and investigation. This conference provided a forum for discussing practi-
cal experiences in applying the state-of-the-art biometric tecnologies for medical diagno-
sis and body care, which will further stimulate research in medical biometrics.

We are grateful to Max A. Viergever, Heinz-Otto Peitgen, and Tadashi Watsuji for
accepting our invitation to give keynote talks at ICMB 2008. In addition, we would
like to express our gratitude to all the contributors, reviewers, Program Committee and
Organizing Committee members who made this a very successful conference. We also
wish to acknowledge the International Association of Pattern Recognition (IAPR),
IEEE Computational Intelligence Society (IEEE-CIS), National Natural Science
Foundation in China (NSFC), and Springer for sponsoring this conference. Special
thanks are due to Jane You, Milan Sonka, Xiaoyi Jiang, Ajay Kumar, Lei Zhang, Jing
Li, Vivek K., Zhenhua Guo and Liu Li for their dedication and hard work in various
aspects of the conference organization. We thankfully acknowledge the partial support
from the National Natural Science Foundation in China (NSFC) Key Overseas Project
(60620160097).

We hope that the fruitful technical interactions during this conference will benefit
your further research and development efforts in medical biometrics.

October 2007 David Zhang
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Abstract. Screening for oral cancer in its early stage is of utmost im-
portance for improving the survival rate of oral cancer patients. The
current method of visual examination followed by biopsy of suspected
cases is subjective with inter and intra personal variations. With a low
ratio of oral-cancer experts to patients compounded by the reluctance
of patients to undergo biopsy in rural India. The situation cries out for
automatic screening device for oral cancer. In this context, optical spec-
troscopy based on Laser Induced Fluorescence (LIF) has been shown to
be a promising technique in distinguishing between cancerous and be-
nign lesions in the mouth. However, it has been observed that it is very
difficult to distinguish pre-malignant spectra from malignant and normal
spectra recorded in-vivo. Hence, obtaining the most discriminating fea-
tures from the spectra becomes important. In this article a new method
of feature selection is proposed using mean-shift and Recursive Feature
Elimination (RFE) techniques to increase discrimination ability of the
feature vectors. Performance of the algorithm is evaluated on a in-vivo
recorded LIF data set consisting of spectra from normal, malignant and
pre-malignant patients. Sensitivity of above 95% and specificity of above
99% towards malignancy are obtained using the proposed method.

1 Introduction

Oral cancer refers to the cancer of the oral cavity and pharynx. It is the sixth
most common form of cancer in the world. It poses a major public health prob-
lem. The number of new cases are estimated to be 274,289 [1] per year and about
two-thirds of them arise in developing countries. The Indian sub-continent ac-
counts for more than one-third of the total number oral cancer cases in the world
[2]. The incidence of oral cancer is rising in several other regions of the world
such as Europe, Taiwan, Japan and Australia. Oral cancer is most often found
by physicians at a later stage as a persistent ulcer with raised edges and an
indurated base. Oral cancer may be preceded by pre-malignant lesions such as
leukoplakia, erythroplakia, oral sub-mucous fibrosis (OSMF') etc. Some of these
lesions may transform into cancer over a period of time. The cancerous lesions
of oral cavity are staged depending on the size, location, the clinical aspects and
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the histopathological features of biopsy. The 5-year survival rate in oral cancer
is less than 50%. However, if diagnosed at early pre-cancerous stage, the chances
of survival could be greatly improved with minimal intervention.

The current method of visual examination followed by biopsy of suspected
cases is subjective. With a low ratio of oral-cancer experts to patients com-
pounded by the reluctance of patients to undergo biopsy in rural India. The sit-
uation cries out for automatic screening device for oral cancer. In recent years,
various optical spectroscopy methods have been studied for the screening of oral
cancer [3,4]. In general LIF spectroscopy in particular has been shown to be a
promising technique for classifying oral lesions as cancerous and non-cancerous
[3,4]. In the present study LIF technology has been used for screening of oral
cancer. The scope of this article includes automatic classification of LIF spectra
into three classes malignant, pre-malignant and normal.

Most of the algorithms reported for the classification of LIF data use tradi-
tional multi-variate statistical techniques such as principal component analysis
(PCA), singular value decomposition (SVD) etc. Nayak et al.[3] used PCA for
feature extraction and match no-match scheme for classification of LIF Spectra
obtained in-vitro. They used PCA to obtain a feature vector for each samples.
Each of these feature vectors consists of the scores from the first four principal
components and the sum of squared spectral residual for each spectrum. Match
no-match test is performed using Mohalanobis distance and spectral residual.
Sensitivity of 99% and specificity of 95% is reported using this methods. Ka-
math et al.[5] have worked on the same data using K-means clustering and simi-
lar results are reported. Majumder et al. [6] reported an algorithm using support
vector machine (SVM) for the development of algorithms for optical diagnosis
of cancer. Recursive feature elimination (RFE) is proposed for feature selection.
SVM is used for classification stage as well as for feature selection. Better results
are claimed compared to PCA based feature extraction algorithms and Fishers
linear discriminant (FLD)- based algorithms. Using the proposed scheme sensi-
tivity of 95% and specificity of 96% toward cancer are reported on the training
set and sensitivity of 93% and specificity of 97% toward cancer are reported
on the independent validation set. In the pre-processing step of the algorithm,
variance of all the spectra (training as well as testing) in the data is used for
normalization. However, variation in test samples should not be considered to
normalize the training samples because test samples are supposed to be blind
from the training samples. Hence, the reported accuracy in sensitivity and speci-
ficity likely be far away from the actual.

Naik et al.[7] performed a comparative study of different feature extraction tech-
niques for the classification of LIF spectra recorded from oral tissue. It is reported
that discrete wavelet transform (DWT) features give better classification accuracy
than other features such as PCA, linear discriminant analysis(LDA) or indepen-
dent component analysis(ICA). Classification is performed using support vector
machines. Apart from [3,5] and [6] other work only classify oral cancer into two
classes of malignant and pre-malignant. Only Majumdar et al.[6] and [7] worked
on in-vivo recorded spectra and all other work are on in-vitro recorded spectra.
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In this paper, a system for classifying LIF data is proposed. In the first step
features are extracted from LIF spectra using DWT [7] and then the most rel-
evant features are selected from all the features using a new feature selection
technique. Finally, classification is done using support vector machines. The rest
of the article is organized as follows: A brief description of the LIF data set used
for classification is discussed in Section 2. The algorithm proposed for feature
selection is explained in Section 3. Results obtained using proposed algorithm
are discussed in Section 4. Concluding remarks on the proposed algorithm are
given in Section 5.

2 Overview of LIF Spectra

The details of LIF system used for collecting data is given in [7]. Three examples
of spectra corresponding to normal, pre-malignant and malignant condition and
recorded in-vitro are shown in Fig. 1(a). It is observed that the malignant spec-
trum contains only one peak due to Nicotinamide Adenine Dinucleotide (NADH)
at 440nm and the normal spectrum contain two peaks one due to collagen at 400nm
and the other due NADH at 440nm. Two peaks can also be seen in pre-malignant
spectra. However, the difference between normal spectra and pre-malignant spec-
tra is that he relative strength of the two peaks in case of pre-malignant spectrum
is similar. Hence, to a great extent, it is possible to distinguish between normal,
pre-malignant and malignant spectra easily by visual observation.

The aim of the current study is to screen oral cancer non-invasively in real
time. Hence, for this study all the spectra are recorded in-vivo. Some examples
of spectra recorded using the LIF system are shown in Fig. 1(b)-(c). However,
unlike in-vitro data in-vivo data has huge variations. This can be observed from
the spectra shown in Fig. 1(b)-(c). It can be observed from Fig. 1(b) that pre-
malignant spectrum look like a weighted average spectrum of a normal and
pre-malignant spectra, i.e., there is a peak at 440nm for all types of spectra and
the peak strength at 400nm increases from malignant to normal to premalignant.
Fig. 1(c) shows a set of spectra, in which it is almost impossible to differentiate
between malignant and pre-malignant spectra by visual observation. In a few rare
cases malignant spectrum also shows a valley at 400nm. In these cases it becomes
difficult to visually differentiate between malignant and normal spectra. The
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Fig. 1. (a) Spectrum showing LIF data recorded in-vitro. (b)-(c) Spectra recorded
using the LIF system in-vivo.
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possible sources of these variations are (1) subjective evaluation of malignancy

of lesions by clinicians and (2) variation in thickness of the layer of tissue in
different stages of malignancy.

3 Proposed Methodology

Each LIF spectra consists of 1024 sample points recorded from the wavelength
of 375nm to 600nm. The steps followed in the proposed algorithm are shown in
Fig. 2. The complete algorithm comprises of three steps, and each of the three

steps are described below:

Input Spectra
¥

Fig. 2. Steps in the algorithm

Pre-processing r—
Background (| .| Feature Clustering
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Fig. 3. Steps in feature selection

3.1 Pre-processing

The first step is pre-processing. It contains three sub-steps, background subtrac-
tion, filtering and normalization. First, we subtract the background spectra to
get the actual spectra information. Due to the variations in recording environ-
ment, the LIF system can induce some unwanted signal (background noise) to
the spectrum. This is commonly known as plasma lines included to the original
signal due to back scattering properties of the quartz window, used in the LIF
system. Hence, a background spectrum is captured before each set of record-
ings from a patient, by exposing the probe to the blank space. By subtracting
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Fig. 4. (a) Raw spectra obtained from normal, malignant and premalignant sites. (b)
Background spectra corresponding to spectra in (a); (c) Background subtracted spectra

corresponding to spectra in (a); (d) Resultant spectra obtained by filtering the spectra
in (c).
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