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Preface

During the last two decades, the use of Bayesian techniques has spread in
different fields thanks to the advent of newly developed simulation-based
approaches (e.g., Markov Chain Monte Carlo-MCMC) which have reduced
computational barriers to the use of Bayesian inference in many applied fields.
Problems that were considered intractable in the past are now routinely solved
thanks to these approaches and to the ever increasing computer power. Fur-
thermore, the long-lasting disjunctive about selecting “the best” approach,
either Bayesian or frequentist, is now outdated in applied circles and substi-
tuted by a more pragmatic point of view which allows the analyst to select the
most suitable approach depending on the problem at hand. During this time,
the quality profession has also seen some applications and developments in
Bayesian statistics, but this has occurred mainly in the more technical journals
with little of this work reflected in actual practice.

While there are many excellent and recent books on applied Bayesian
Statistics, most of them are related to biostatistics and Econometric appli-
cations. In engineering, the Bayesian approach has certainly been used by
electrical and chemical engineers who have studied or applied Kalman filter-
ing techniques (an area where there are several excellent textbooks too) for
many years. However, the Bayesian paradigm is unfortunately not familiar
to industrial engineers or to most applied or “industrial” statisticians, per-
haps with the only exception of persons involved in reliability studies. Many
industrial problems related to quality control and improvement require an
in-depth use of statistical approaches, but in this era of ”six-sigmas” and
“black belts” the use of advanced statistical methods in practice is difficult to
carry on. Despite the slight attention to Bayesian methodology in the indus-
trial engineering and applied statistics technical journals, it can be observed,
in general, a lack of attention to opportunities arising from the adoption of
Bayesian approaches in actual industrial practice. We believe the gap between
application and development can be bridged by having available more books
on Bayesian statistics with a perspective on engineering applications.

It is with this goal that the project for the present book originated. The
aim is to provide a state-of-the-art survey of applications of Bayesian statis-
tics in three specific fields of industrial engineering and applied or industrial
statistics, namely, process monitoring, process control (or adjustment), and
process optimization. The book is intended as a reference for applied statisti-
cians working in industry, process engineers and quality engineers working
in manufacturing or persons in academia, mainly professors and graduate
students in industrial and manufacturing engineering, applied statistics, and



operations research departments. This is reflected in the diversity of the con-
tributors to this book, who come from both academia and industry, and are
located in the USA, Europe, and Asia.

Thebook is organized in four parts. Part I contains two introductory chap-
ters. The first chapter provides an introduction to Bayesian statistics, empha-
sizing basic inferential problems, and outlines how these methods are applied
in process monitoring, control, and adjustment. This chapter contains refer-
ences and brief descriptions to all other chapters in the book, where appropri-
ate. The second chapter presents a general overview of methods developed in
the past few decades for computing Bayesian analysis via simulation (such as
Markov Chain Monte Carlo and Monte Carlo simulation). The use of MCMC
is illustrated with reference to a classic hierarchical model, the variance com-
ponent model, using available software packages (WinBUGS and CODA,
which runs under R). It is our hope that readers not familiar with Bayesian
methodology will find in these two chapters a useful introduction and a guide
to more advanced references.

Part II contains five chapters covering Bayesian approaches for process
monitoring. The advantages of a Bayesian approach to process monitoring
arise from the sequential nature of Bayes’ theorem. As pointed out by some
of the authors in this part of the book, a Bayesian approach allows a more
flexible framework, in particular with respect to the usual assumption made
in classical statistical process control (SPC) charts about known parameters.
This part of the book deals with Bayesian methods for SPC and considers both
univariate and multivariate process monitoring techniques. Application and
development of full Bayesian approaches and empirical bayes methods are
discussed.

The chapters in Part III present some Bayesian approaches which can be
used for time series data analysis (for instance in case of missing data) and
process control (also known as engineering process control). Here the use of
the Kalman filter as an estimator of the state in a state-space formulation is
exploited for prediction and control. This is perhaps the best known applica-
tion of Bayesian techniques in engineering (outside of Industrial), although
it is curious that Kalman himself did not develop his celebrated filter from
a Bayesian point of view. Applications to radar detection and discrete part
manufacturing are included.

Finally, Part IV focuses on Bayesian methods for process optimization. The
three chapters included in this part of the book show how Bayesian methods
can be usefully applied in experimental design and response surface meth-
ods (RSM). This section presents and illustrates the application of Bayesian
regression to sequential optimization, the use of Bayesian techniques for the
analysis of saturated designs, and the use of predictive distributions for op-
timization. The predictive approach to response surface optimization repre-
sents a major advance in RSM techniques, as it incorporates the uncertainty
of the parameter estimates in the optimization process and has no frequentist
counterpart.



We wish to thank all the contributing authors, with whom we share our
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ABSTRACT We present in this first chapter a general overview of Bayesian
inference. A brief account of the fundaments is given, after which we focus
on the following problems: inference in normally distributed data (univariate
and multivariate), Kalman filtering, and Bayesian linear regression. Applica-
tions are noted in process monitoring, control, and optimization. Whenever
appropriate, we refer to all subsequent chapters in this book.

1.1 Introduction

This chapter presents a general description of Bayesian inference and assumes
knowledge of undergraduate statistics. Appropriately, this description starts
with telling who Bayes was and what his work was about. Unfortunately,
not many biographical details are known about Bayes (for some of them, see
Press [29]). Reverend Thomas Bayes, a Presbyterian minister, lived in England
in the 18th century and wrote a manuscript on “inverse probability” related to
making inferences about the proportion of a binomial distribution. This was
published posthumously in 1763. In 1774, working independently, Laplace
stated what is now known as Bayes’ theorem in general form.

Bayesian inference combines prior beliefs about model parameters with
evidence from data using Bayes’ theorem. A subjective interpretation of prob-
ability exists in this approach, compared to the “frequentist” approach in
which the probability of an event is the limit of a ratio of frequencies of events.
The main criticisms of Bayesian analysis have been that it is not objective (a
fact that has been debated for many years) and that the required computa-
tions are difficult. As it will be discussed in Chapter 2, the second criticism
has been overcome to a large extent in the last 10 to 15 years due to advances
in integration methods, particularly Markov Chain Monte Carlo (MCMC)
methods. Interestingly, Fisher and other authors have speculated that Bayes’
reluctance in publishing his manuscript was due to his own doubts about
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the principles behind it, in particular his interpretation of subjective proba-
bility and the specification of a prior distribution on the unknown parameter.
However, Stliger [32] disagrees, indicating that Bayes was quite sure and
direct about the use of subjective probability and the use of a prior distribu-
tion in his work, and that it was Bayes’ difficulties with solving an integral
(an incomplete beta function) that lead him not to publish. Thus, if Stigler is
right, Bayes’ himself would be very happy today about recent developments
in the numerical solution of Bayesian inference problems.

In this chapter, we provide a succinct overview of Bayesian inference, men-
tioning applications in monitoring, control, and optimization of production
processes. Whenever possible, we will make references to other contributed
chapters in this volume.

1.2 Basics of Bayesian Inference

1.2.1 Notation

We first introduce some notation used in this chapter. Let 6 denote unobserved
quantities or population parameters of interest. This can denote a scalar or
a vector of parameters as the context will make clear. In some sections, par-
ticularly on Kalman filtering, @ will denote a vector of k parameters. Let y
denote observable quantities (data), either a single observation or a vector
of n observations (yi, . .., y,) if the context does not require any other vector
notation. If the context uses other vector notation (e.g., in multivariate data
and regression analysis), then multivariate observations will be denoted by
the column vector y. If the data is time-ordered (as required in most process
monitoring and control applications), we will use Y = (y, i1, Yi—2, . ..) or
Y' = (y:, yi-1, yi—2, - . .) to denote the data observed up to and including time
instant t. The variable % denotes a future observation of the same nature as
y, and X denotes an n x k matrix of explanatory variables or covariates. X
contains the “experimental design” in a regression analysis.

In this chapter, p(-) denotes a continuous density function and the notation
w|y denotes a conditional random variable w given y (the data). P(-) denotes
the probability of some event defined over a sample space. Sometimes we
will simply write “data” for all the data obtained from an experiment.

1.2.2 Goals of Bayesian Inference

The goal of Bayesian inference is to reach conclusions about — or perhaps,
to make decisions based on — a parameter 6 or future observation ¥ using
probability statements conditional on the data y:

p(6ly) — posterior density of 6
p(¥ly) — posterior predictive density of y.
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Bayesian inference considers all unknowns (parameters and future observa-
tions) as random variables. Classical (frequentist) statistical inference consid-
ers population parameters as fixed but data as random (due to sampling).

1.2.3 Bayes’ Theorem for Events

Before looking at Bayes’ theorem for densities, let us look first at the theorem
for simple events. This should be familiar to any reader who has taken a basic
probability course. For events A and B in some sample space S, from the
definition of conditional probability we have,

P(A|B) = ——P(;(g)B)
and
P(ANB
P(B|A) = (P(_z))

These expressions are true if and only if
P(AN B) = P(A|B)P(B) = P(B|A)P(A)

from which
P(A)P(B|A)

P(A|B) = =)

This formulation gives the essence of Bayes’ theorem: if event B represents
some additional information that becomes available, then P(A|B) is the prob-
ability after this information becomes available, i.e., the posterior of A, and
P(A) is the probability before this information becomes available, i.e., the prior
for A.

Suppose events 4; form a partition of S, thatis, (), A =S; ANA; =0
foralli, j, i # j. Then the (“total”) probability of B is given by

P(B) =) P(B|Aj)P(A))

allj

and therefore

P(A;)P(B|A;)
> anj P(BIAj))P(4))

Equation (1.1) is what Laplace [19] referred to as the problem of finding the
“inverse probability” — given that the “effect” B is observed, find which of
several potential “causes” was the true cause of the observed effect.

As clear from the above, nothing is incorrect in Bayes formula, as it is
derived from the probability axioms. The debate concerns the interpretation
of the probabilities involved. Classical statistics regards each probability in the

P(A;|B) = (1.1)




