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Preface

This volume presents the proceedings of the 6™ IEEE International Workshop on IP
Operations and Management (IPOM 2006), which was held as part of Manweek 2006
in Dublin, Ireland from October 23" to 25" 2006. In line with its reputation as one
ofthe pre-eminent venues for the discussion and debate of advances of management of
IP networks and services, the 2006 iteration of IPOM brought together an
international audience of researchers and practitioners from both industry and
academia. The overall theme of Manweek 2006 was “Autonomic Component and
System Management”,with IPOM taking this to be the application of autonomic
principles to the IP operations, administration, maintenance and provisioning
(OAM&P) domain.

IPOM 2006 is more relevant than ever to the emerging communications infrastruc-
ture that is increasingly focused on ‘“convergence” of networks and services.
Although arguably over-hyped, there is a fundamental truth to this convergence story,
and this is based on the fact that the TCP/IP protocol suite (IPv4 and IPv6) has
become the common denominator for a plethora of such converged services. One
good example in the period between IPOM 2005 and IPOM 2006 has been the large
scale deployment of consumer VolIP, linked to the success of Skype and alternatives
including SIP-based approaches. In many countries VoIP is driving broadband
deployment for SMEs where real costs savings can be accrued, especially for
companies with remote staff in the field. Many operators are now deploying Quality
of Service (QoS) schemes to manage this VoIP (and other premium) traffic. This
brings these issues from the research laboratory into the operations and management
domain.

Being a relatively pragmatic workshop IPOM 2006 is focused on issues that matter
to those managing such IP networks and services, both enterprise networks and tele-
communications operators’ networks. These issues include the complexity of interop-
erability between networks and service providers, the performance versus costs in
operating IP-based networks, and the OAM&P challenges in next generation
networks(NGNs) and related seamless service provision. Of particular interest in the
telecommunications sector are issues related to Fixed-Mobile Convergence and the
emerging IP Multimedia System (IMS). These issues were reflected in the issued call
for papers.

In response to the IPOM 2006 call for papers a total of 45 paper submissions were
received from the research community. Of these, 39 were full papers and 6 were short
papers. After a comprehensive review process carried out by the technical programme
committee and additional subject area experts all submissions were ranked based on
review scores and the co-chair’s view on their contribution and relevance to the
conference scope. All submissions received at least 3 reviews, with most receiving 4.
After lengthy discussions it was decided to accept 18 of the 39 submitted full papers
(40% acceptance rate of the total submissions) and 4 short papers. These papers
present novel and interesting contributions in topics ranging from OSPF weightings in
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intradomain QoS, to large scale topology discovery. We believe that, taken together,
these papers provide a provocative insight into the current state of the art in IP
operations and management.

There are many people whose hard work and commitment were essential to the
success of IPOM 2006. Foremost amongst these are the researchers who submitted
papers to the conference. The overall quality of submissions this year was high and
we regret that many high quality papers had to be rejected. We would like to express
out gratitude to both the IPOM steering committee and the technical committee, for
their advice and support through all the stages of the conference preparation. We
thank all paper reviewers, in particular those outside the technical programme
committee, for their uniformly thorough, fair and helpful reviews. We thank the IEEE
for their continued support and sponsorship of IPOM.

Most of the time-consuming practical and logistical organisation tasks for the con-
ference were handled by the members of the Manweek Organisation Committee — this
made our jobs significantly easier, and for that we are very grateful. Finally, we wish
to acknowledge the financial support of both Science Foundation Ireland and the
Manweek corporate sponsors, whose contributions were hugely instrumental in
helping us run what we hope was a stimulating, rewarding and, most importantly, an
enjoyable conference for all its participants.

October 2006 Gerard Parr
David Malone
Micheidl O Foghli
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Traffic Modeling and Classification Using Packet
Train Length and Packet Train Size

Dinil Mon Divakaran, Hema A. Murthy, and Timothy A. Gonsalves

Department of Computer Science and Engineering
Indian Institute of Technology, Madras
Chennai - 600036
{dinil, hema, tag}Qtenet.res.in

Abstract. Traffic modeling and classification finds importance in many
areas such as bandwidth management, traffic analysis, traffic prediction,
network planning, Quality of Service provisioning and anomalous traffic
detection. Network traffic exhibits some statistically invariant proper-
ties. Earlier works show that it is possible to identify traffic based on
its statistical characteristics. In this paper, an attempt is made to iden-
tify the statistically invariant properties of different traffic classes using
multiple parameters, namely packet train length and packet train size.
Models generated using these parameters are found to be highly accurate
in classifying different traffic classes. The parameters are also useful in
revealing different classes of services within different traffic classes.

1 Introduction

The phenomenal expansion of Internet has seen a rapid growth in the number
and variety of applications. Many of such applications turn out to be bandwidth-
hungry or delay-sensitive; and require, or at least benefit from specific service
classes that prioritize packets in the Internet. Internet Service Providers and
network operators need to classify traffic data within their network and evaluate
their absolute and relative importance and subsequently create traffic policies
to be enforced in the Internet routers [1]. Network administrators need to know
the different classes or types of traffic that flow through their network so as
to manage the network efficiently. Accurate traffic classification is essential for
provisioning and bandwidth management. Floyd and Paxson [2] pointed out that
it is important to capture the invariants of traffic to cope with the constantly
changing nature of Internet traffic.

Conventional methods for traffic classification use the packet header infor-
mation to find out the ports used for communication. Well known ports are
supposed to be used by specific application protocols (e.g. port 80 is usually
used by HTTP). But this method has become less and less accurate as more
and more emerging applications use well know ports for relaying traffic, e.g.
tunneling over HTTP port is very common [3,4]. Owing to the increasing traffic
and application protocols, techniques based on statistical modeling are gaining
importance. Recent works have made efforts to increase the accuracy in traffic
classification [5,6,7,8].

G. Parr, D. Malone, and M. O Foghli (Eds.): IPOM 2006, LNCS 4268, pp. 1-12, 2006.
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In traffic modeling, parameters are extracted from packet headers. There are
different parameters such as packet length, packet inter-arrival time, flow du-
ration, packet train inter-arrival time, packet train length, packet train size etc
that can be considered for modeling of traffic. While parameters can be modeled
separately [9], we focus on modeling the traffic classes using multiple parameters.

In [10], it was shown that traffic characteristics are generally multimodal in
nature. For example, the total number of packets transferred during mail trans-
fer vary for small text messages to large picture attachments. To capture the
multimodal characteristic of traffic, we employ clustering techniques based on
Vector Quantization (VQ) [11] and Gaussian Mixture Models (GMM) [12]. The
models obtained using these techniques are later used for classification of a given
data set (not used during training) into one of the different traffic types.

The rest of the paper is organized as follows. In Sect.3 we explain the experi-
mental setup. Modeling and classification using VQ is explained in Sect.4. Section
5 details modeling using GMM and Bayesian classification using the Gaussian
mixtures obtained. Evaluation and verification of models follow in Sect.6. We
conclude in Sect.7.

2 Related Work

System administrators have long being using port based classification method to
identify different traffic classes flowing in the network. Tools such as tcpdump [13]
read the header information to find the source and destination ports. Each server
port associates itself with an application as per the IANA (Internet Assigned
Numbers Authority) [14], which maintains a mapping of the server ports to
application types. Such a method does not provide good accuracy for a number of
reasons. For instance, with the proliferation of applications, not every application
is registered with IANA. Users behind a firewall that permits packets to only a
few ports, usually relay traffic through well known ports (eg. SSH over HTTP).
Similarly, non-privileged users run HTTP servers on ports other than 80. Even
for applications defined with TANA, some ports are used by different applications
with entirely different QoS requirements (for example, SSH and SCP use same
port 22).

Statistical traffic classification is an alternative to the less accurate port based
classification. Past research works have focused on characterizing particular traf-
fic classes. In [15], joint distribution of flow duration and number of bytes were
used to identify DNS traffic. Paxson [16] examined the distribution of flow bytes
and packets for a number of different applications. Roughan et al. used LDA
(Linear Discriminant Analysis) and QDA (Qualitative Discriminant Analysis) to
classify traffic into different classes of services for QoS implementation [5]. In [6],
authors describe a method for visualisation of the attribute statistics that aids
in recognizing cluster types. The method uses EM (Expectation-Maximistaion)
for probabilistic clustering with parameters such as packet size and packet inter-
arrival time. In (8], the authors explore Bayesian classifier using a number of per
flow discriminators to classify network traffic.



Traffic Modeling and Classification 3

The multimodal nature of traffic was highlighted in [9] using packet size as a
promising parameter for traffic characterisation. We extend this work and use
flow related information for modeling traffic.

3 Traffic Modeling

In this section, we detail the setup for experimentation in terms of the parameters
used for identifying the various traffic classes considered for this work.

3.1 Parameters

The goodness of these models largely depends on the parameters that are used
for modeling. The parameters used here for modeling and classification of traffic
classes are packet train length and packet train size. The concept of packet train
was introduced by Raj Jain and Shawn A. Routhier [17]. The two ends of a
packet train are identified as two nodes in a network. As defined in [17], a packet
train is essentially the flow of packets between two nodes in a network, where
each packet forms the car of the train. Here, we modify the definition of a packet
train to be the flow between two sockets, which is appropriately identified by the
quadruple (source host, source port, destination host, destination port). Each end
of such a packet train is identified by the node name and port number. Packet
train length is then defined as the number of packets within a train; and packet
train size is the sum of the sizes of all the packets that form a packet train.
The advantage of using these parameters (as will be discussed later), is that the
models generated using these parameters give information regarding the class of
service within an application type (say HTTP), apart from classifying traffic.

Since we consider two parameters for modeling and testing, it is important to
ensure that one parameter doesn’t overshadow the other parameter. Appropriate
normalization of parameters is therefore performed.

3.2 Traffic Classes

Five commonly used application protocols are selected for modeling and testing.
These are HTTP, SMTP, DNS, SSH and POP3 which use ports 80, 25, 53, 22
and 110 respectively. DNS uses UDP, whereas HTTP, SMTP, SSH and POP3 use
TCP as the transport layer protocol. The terms traffic types and traffic classes
refer to these application protocols in general.

This work looks only at one UDP based traffic class, namely DNS traffic.
Since all other traffic classes considered are TCP based, and hence connection
oriented, they inherently have the packet train property. But, it should be noted
that almost all UDP based applications can be viewed as a connection oriented
traffic and therefore can be represented using packet trains. For example, a video
conferencing tool running on top of UDP can be identified uniquely by src host,
src port, dst host and dst port, and all such packets can be considered as part
of a connection. To distinguish different connections of the same applications,
the time between packets can be used; as the time between consecutive packets
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of one run of the application will be much less as compared to time between
consecutive packets of different runs of the application. Hence, using all these
information, packet train parameters can be extracted for the traffic generated
by a video conferencing application, or in general, for traffic generated by almost
any UDP based application.

3.3 Data Representation

Throughout the paper, data or packet trains are represented as a set of N vectors,
X = {x1,X2,...,xn} . Each input vector has a dimension of two corresponding
to the two parameters used in modeling.

4 Classification Using Vector Quantization

VQ is a very popular approximate method in the class of clustering algorithms
that simplifies computations and accelerates convergence. VQ partitions d-
dimensional vectors in the vector space, R%, into finite sets of vectors based
on the nearest-neighbour criterion [18]. Such sets, called clusters, represent sep-
arate regions in the vector space. A vector, x € R?, belongs to cluster C;, if

||x - Ni“ < ||x— uj” for all j #14 . (1)

where p; is the mean vector of the cluster, C;. This equation states that a
vector belongs to the nearest cluster. If there are two or more clusters to which
the distance from the vector is minimum, one among them is chosen randomly.
The clusters partition the vector space such that

k
Uci=R?* and [Ci=¢. (2)
=1

where k is the number of clusters.

4.1 Training

During training, we use VQ to partition the vector space, where the first dimen-
sion of each vector is packet train length and second dimension is packet train
size. The algorithm used is as follows

1. Initialize the mean (vector) of each cluster by randomly selecting a vector
from the given set of vectors, X, such that no two clusters have the same
mean.

2. Until the mean of each cluster converges

— Classify each vector into one of the clusters using (1).
— Recompute the mean of each cluster.

Using the above algorithm, the vectors in the given data set, X, are classified
into clusters. The models thus generated for each traffic type is used for testing.

! Boldface is used to denote vectors and matrices.



