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Preface

Statistics is a discipline devoted to the description of numerical measure-
ments on members of populations. Given an accurate population census,
statistics is concerned with the development of population parameters de-
signed to summarize information on population members provided by nu-
merical measurements. In practice, much less is often available than an
accurate census. Commonly, measurement errors exist and only a sample
of population members is available. In such cases, statistics considers ap-
proximation of population parameters by means of information gathered
from the sample or information gathered by approximate rather than exact
measurements. Thus, it is reasonable to take the position that use of sam-
pling and approximate measurements is useless unless a statistician knows
what to do if exact measurements on the whole population are available.
Given this position. it follows that a book on statistics should begin by con-
sidering methods of population description. This approach is taken in this
two-volume work. The first volume concerns definition and study of param-
eters useful for the description of measurements on population members.
The second volume considers the use of samples to approximate population
parameters.

Chapter 1 provides a basic introduction to measures of size, location,
and dispersion. Desirable properties of such measures are described, and
some basic examples are considered. Some readers may wish to omit proofs
concerning order extensions and unions of measures of size.

Chapter 2 considers the Daniell integral, a very important special case
of a measure of size, and the expectation, a Daniell integral which is also
a measure of location. The use of Daniell integrals is natural given the
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emphasis on measurements of location and size. The customary approach
based on measure theory that is commoniy encountered in graduate texts
in statistics is somewhat more indirect. Although it is important to pe
familiar with such basic theorems such as the monotone and dominated
convergence theorems. it is much less important to be familiar with their
proofs. Consequently. it is possible for the reader to omit proofs of these
results. Similarly, proofs related to the Daniell extension can be omitted if
necessary.

Chapter 3 considers the problem of defining population variables which
are readily studied by statistical methods. Measurable functions and ran-
dom variables are defined and studied. and some basic approaches for their
description are considered. Of particular note are descriptions of random
variables by use of histograms and cumulative distribution functions and by
use of expectations of bounded continuous transformations. Some readers.
already familiar with measure theory, may find the derivations of Daniell
integrals from measures to be particularly informative. Other readers may
wish to avoid such derivations. Chapter 3 includes a substantial amount
of material from classical mathematical analysis. It is important for the
reader to understand that numerous commonly encountered functions in
mathematics are Baire functions. and it is important to understand that
Baire functions of measurable functions are themselves measurable func-
tions under quite general conditions. The proofs of these results can be
omitted if necessary.

Chapter 4 develops Lebesgue integrals by use of weak convergence. These
Daniell integrals are shown to generalize the Riemann integrals of calculus.
It is also shown that Lebesgue integrals have a central role in the devel-
opment of a large class of important Daniell integrals and expectations.
The concept of weak convergence is very important in this chapter and in
Volume 2; however, the reader can reasonably consider omitting proofs con-
cerning weak convergence, especially those which exploit local compactness
and properties of upper and lower semicontinuous functions. Product inte-
grals are important in statistical work; however, the reader may consider
omitting the proofs of properties of these integrals.

Chapter 5 explores the classical problem of least squares. Basic disper-
sion measures, such as variances and standard deviations, are defined, and
their properties are studied. Simple linear regression and multiple linear
regression are described, and a very general description of the least squares
method is provided. The treatment here emphasizes population descrip-
tion rather than statistical models. The reader may wish to omit proofs
concerning the infinite-dimensional case.

Results are applied in Chapter 6 to the study of such basic statistical
concepts as independence and conditional expectations. This treatment em-
phasizes the study of independence and conditional expectations in terms
of predicting variables.
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Chapter 7 discusses quantiles and measures of location and scale based on
quantiles. The chapter considers basic problems of stability of parameters
in the face of measurement errors. The material on least absolute error is
not extensively used in the remainder of the book, so that it is relatively
easy to omit.

Chapter 8 considers uses of moments and related functions to describe
distributions of measurable functions and random variables. Distance mea-
sures based on moments are developed, and moment-generating functions,
cumulant-generating functions, cumulants, and characteristic functions are
applied to population description. General formulas relating moments and
cumulants are not often used, although results up to fourth moments and
fourth cumulants are quite important. Consequently some of the most gen-
eral formulas can be omitted. In addition, characterization of a distribution
by using moment generating functions or by using moments is not used very
often in the remainder of the book, so this topic can be omitted if necessary.

In the second volume, Chapter 9 provides a general discussion of approx-
imation of distributions by using sampling. Convergence in distribution is
deveioped, and classical limiting results such as the central limit theorem
are presented. Chapter 10 describes simple random sampling with replace-
ment, the basic sampling method used in statistical inference. Chapter 11
describes such alternative sampling methods as simple random sampling
without replacement and stratified random sampling. Chapter 12 considers
confidence weights. These weights are closely related to conventional con-
idence intervals. Chapter 13 explores assessment of models. This chapter
differs somewhat from conventional treatments of hypothesis tests to the
extent that models are assessed both in terms of validity and in terms of
their value as approximations. Chapter 14 examines inferences concerning
least squares. Chapter 15 considers inferences for quantiles. Chapter 16
examines prediction of nominal and ordinal variables.

This book is intended for use by graduate students in statistics and by
professional statisticians. The reader is assumed to have a good knowledge
of analysis and linear algebra, so that open sets, continuous functions, dif-
ferentials, Riemann integrals, matrices, and vectors are familiar terms. A
prior background in statistics is not a formal requirement, although previ-
ous training in statistics will obviously be helpful. A moderate familiarity
with statistical packages or computer languages is extremely helpful to a
student who wishes to work through the exercises. The book makes signifi-
cant mathematical demands on the reader to the extent that strong efforts
are made to provide rigorous statements and proofs of results. To assist the
reader with notation, the beginning of the index provides contains a list of
mathematical symbols used, together with the page reference for the first
use of the notation. For many readers, an initial reading of the book may
be accomplished by skipping proofs of results.

This book differs considerably from conventional general books on statis-
tics. The emphasis on description of populations separates this book from
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such advanced works in statistics as Rao (1973). Cox and Hinklev 1974).
and Bickel and Doksum (1977). This emphasis on population description
is shared throughout the many editions of Kendall and Stuart (1977. 1979)
and Kendall. Stuart. and Ord (1983): however, that three-volume treatment
of statistics is too large to be readily used as a text and is not especially
rigorous in presenting mathematical results.

This book also differs from conventional texts because it emphasizes the
development and measurement of population parameters without using lim-
ited probability models. In this framework, the book carefully considers in
Volume 2 use of a sample mean to estimate a population mean. for such an
estimator can be used with at least some success whenever the population
mean is defined. On the other hand, use of the sample mean to estimate
the population median under the assumption that the population distribu-
tion is normal is not advocated here because the procedure can be quite
unsatisfactory if the population distribution is not normal. The emphasis
on statistical procedures which can be used under quite general conditions
reflects the emphasis on robustness in Tukey (1962) and Huber (1981);
however, this book provides somewhat more emphasis on population pa-
rameters which are readily interpreted.

The coverage of statistical topics is sufficiently broad that a student
completing a course based on this book should be able to apply a number of
standard statistical procedures and should have some reasonable knowledge
of conditions under which they are appropriate. Numerical examples are
provided to ensure that the student has practice in analyzing data via the
methods presented in this book.

Preparation of this book has greatly benefited from the use of a prelim-
inary draft in a graduate class at Northwestern University. The students
helped greatly in clarifying which material needed more work and in find-
ing errors in typing or substance. Tom Severini reviewed the manuscript
and provided many helpful suggestions. The remaining errors are all the au-
thor’s responsibility. Research for this book was partially supported by Na-
tional Science Foundation grants DMS-867373, DMS-8900018, and DMS-
9303713.
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