Computational
Intelligence in_,
Biomedical ==
Engineering -

Rezaul Begg

~ Daniel T. H. Lai
Marimuthu Palaniswami

CRC Press
Taylor &Francis Group




Computational
Intelligence in
Biomedical
Engineering

Rezaul Begg

Daniel T. H. Lai
Marimuthu Palaniswami

IO

E2008000611

CRC Press
Taylor & Francis Group
New York
CRC Press is
Taylor & Fra

Boca Raton London

n informa business



CRC Press

Taylor & Francis Group

6000 Broken Sound Parkway N'W, Suite 300
Boca Raton, FL 33487-2742

© 2008 by Taylor & Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed in the United States of America on acid-free paper
10987654321

International Standard Book Number-13: 978-0-8493-4080-2 (Hardcover)

This book contains information obtained from authentic and highly regarded sources. Reprinted
material is quoted with permission, and sources are indicated. A wide variety of references are
listed. Reasonable efforts have been made to publish reliable data and information, but the author
and the publisher cannot assume responsibility for the validity of all materials or for the conse-
quences of their use.

No part of this book may be reprinted, reproduced, transmitted, or utilized in any form by any
electronic, mechanical, or other means, now known or hereafter invented, including photocopying,
microfilming, and recording, or in any information storage or retrieval system, without written
permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.
copyright.com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC)
222 Rosewood Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that
provides licenses and registration for a variety of users. For organizations that have been granted a
photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and
are used only for identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Begg, Rezaul.

Computational intelligence in biomedical engineering / Rezaul Begg, Daniel
T.H. Lai, and Marimuthu Palaniswami.

p.;cm.

“A CRC title.”

Includes bibliographical references and index.

ISBN 978-0-8493-4080-2 (hardcover : alk. paper) 1. Artificial

intelligence--Medical applications. 2. Biomedical engineering--Computer

simulation. I. Lai, Daniel T. H. II. Palaniswami, Marimuthu. III. Title.

[DNLM: 1. Artificial Intelligence. 2. Biomedical Engineering. 3. Medical
Informatics Applications. W 26.55.A7 B416¢ 2008]

R859.7.A78B44 2008
610.285’63--dc22 2007032849

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com



Computational
Intelligence in
Biomedical
Engineering



Dedication

This book is dedicated to,

My caring wife Dola, son Rashad and my parents
Rezaul K. Begg

My lovely wife Carennie, my parents and family
Daniel T. H. Lai

My supportive family and the healthcare workers of the world
Marimuthu Palaniswami



Preface

In recent years, there has been an explosion of interest in computational intel-
ligence (CI) as evidenced by the numerous applications in health, biomedicine,
and biomedical engineering. This book presents innovative developments in
the emerging field of applied CI and biomedical engineering. We describe state-
of-the-art applications that have benefited from the application of CI, includ-
ing cardiology, electromyography, electroencephalography, movement science,
and biomechanics.

Biomedical engineering is the application of engineering concepts and tech-
niques to problems in medicine and healthcare. It is a relatively new domain of
research and development consisting of subdisciplines such as bioinstrumen-
tation, bioinformatics, biomechanics, biosensors, signal processing, medical
imaging, and computing. Typical applications include design and develop-
ment in prosthetics and medical instruments, diagnostic software, imaging
equipment, and health-monitoring and drug delivery systems.

CI techniques are computing algorithms and learning machines, including
artificial neural networks, fuzzy logic, genetic algorithms, and support vec-
tor machines. Most CI techniques involve establishing a nonlinear mapping
between the inputs and outputs of a model representing the operation of a
real-world biomedical system. Although CI concepts were introduced a few
decades ago, impressive new developments have only recently taken place
about theoretical advances. New theory has, however, led to a mushroom-
ing in applications, in which input-output relations are too complex to be
expressed using explicit mathematical formulations.

This book consists of eight chapters each with a specific focus. Follow-
ing an overview of signal processing and machine-learning approaches, four
application-specific chapters are presented illustrating CI’s importance in med-
ical diagnosis and healthcare. Chapter 1 is an overview of biomedical signals
and systems; it discusses the origin of biomedical signals within the human
body, the key elements of a biomedical system, and the sources of noise in
recorded signals. The second chapter continues with an extensive overview of
signal-processing techniques commonly employed in the analysis of biomedi-
cal signals and for improving the signal-to-noise ratio. Chapter 3 presents an
overview of the major CI techniques.

Electrical potentials generated by the heart are recorded on the body’s sur-
face and represented using an electrocardiogram (ECG). The ECG can be used
to detect many cardiac abnormalities. Chapter 4 concerns recent CI techniques
that have been applied to the postprocessing of ECG signals for the diagno-
sis of cardiovascular diseases. This field is already well advanced and almost

xiii
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every new CI technique has been tested on processed ECG data. Chapter 5
focuses on CI applications in electromyography (EMG), pattern recognition,
and the diagnosis of neuromuscular pathologies that affect EMG-related sig-
nal characteristics. More recently, CI has also been applied to the control of
myoelectric prostheses and exoskeletons. Of interest here is the combination of
signal-processing and classifier systems to detect the user’s intention to move
the prosthesis. In Chapter 6, CI applications to bioelectric potentials rep-
resenting brain activity are outlined based on electroencephalogram (EEG)
recordings. CI approaches play a major role in EEG signal processing because
of their effectiveness as pattern classifiers. Here we concentrated on several
applications including the identification of abnormal EEG activity in patients
with neurological diseases (e.g., epilepsy) and in the control of external devices
using EEG waveforms, known as brain—-computer interfaces (BCI). The BCI
has many potential applications in rehabilitation, such as assisting individuals
with disabilities to independently operate appliances. Chapter 7 provides an
overview of CI applications for the detection and classification of gait types
from their kinematic, kinetic, and EMG features. Gait analysis is routinely
used for detecting abnormality in lower-limb function and also for evaluating
the progress of treatment. Various studies in this area are discussed with a
particular focus on CI’s potential as a tool for gait diagnostics. Finally, Chap-
ter 8 discusses progress in biomedical engineering, biomedicine, and human
health areas with suggestions for future applications.

This book should be of considerable help to a broad readership, including
researchers, professionals, academics, and graduate students from a wide range
of disciplines who are beginning to look for applications in health care. The
text provides a comprehensive account of recent research in this emerging
field and we anticipate that the concepts presented here will generate further
research in this multidisciplinary field.

Rezaul K. Begg
Daniel T. H. Lai
Marimuthu Palaniswami
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