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Preface

The field of artificial life (Alife) is a rapidly emerging area that draws on ex-
pertise from computer science, biology, psychology, to name a few. In essence it
is the study of systems related to life, its processes and evolution. These sys-
tems commonly use computer model simulations. The past decade has seen an
increasing stream of scientific articles devoted to the exploration of Alife.

The Australian Conference on Artificial Life (ACAL) series is a testament
to the above. It is a biannual event that originated in 2001 as the “Inaugral
Workshop on Artificial Life” as part of the 14" Joint Conference on Artificial
Intelligence. ACAL 2007 received 70 quality submissions of which 34 were ac-
cepted for oral presentation in the conference. Each paper was peer reviewed
by two or three members of the Program Committee. Apart from Australian
researchers, the conference attracted participants from a number of countries
across Europe, America, Asia-Pacific and Africa.

ACAL 2007 was fortunate to have four distinguished speakers in Alife to
address the conference. They were David Abramson (Monash University), Ken-
neth A. De Jong (George Mason University), K.C. Tan (National University of
Singapore) and Rodney Walker (Queensland University of Technology).

The organizers wish to thank a number of people and institutions for their
support of this event and publication. Importantly we would like to acknowledge
the effort and contributions of the Program Committee members and advisory
board. Our sponsors were: The Australian Computer Society, the ARC Complex
Open Systems Research Network, Bond University, The University of New South
Wales (Australian Defence Force Academy), University of Canberra, Australian
National University and the Gold Coast City Council. Their financial and in-
kind support ensured the costs were minimized for attendees. Finally, the editors
must pay tribute to the team at Springer.

We hope to repeat the success of ACAL 2007 with ACAL 2009. The venue
of this event will be announced in 2008.

December 2007 Marcus Randall
Hussein A. Abbass
Janet Wiles
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Alternative Solution Representations for the Job
Shop Scheduling Problem in Ant Colony
Optimisation

James Montgomery

Complex Intelligent Systems Laboratory
Centre for Information Technology Research
Faculty of Information & Communication Technologies
Swinburne University of Technology
Melbourne, Australia
jmontgomery@ict.swin.edu.au

Abstract. Ant colony optimisation (ACO), a constructive metaheuris-
tic inspired by the foraging behaviour of ants, has frequently been applied
to shop scheduling problems such as the job shop, in which a collection of
operations (grouped into jobs) must be scheduled for processing on dif-
ferent machines. In typical ACO applications solutions are generated by
constructing a permutation of the operations, from which a determinis-
tic algorithm can generate the actual schedule. An alternative approach
is to assign each machine one of a number of alternative dispatching
rules to determine its individual processing order. This representation
creates a substantially smaller search space biased towards good so-
lutions. A previous study compared the two alternatives applied to a
complex real-world instance and found that the new approach produced
better solutions more quickly than the original. This paper considers its
application to a wider set of standard benchmark job shop instances.
More detailed analysis of the resultant search space reveals that, while
it focuses on a smaller region of good solutions, it also excludes the
optimal solution. Nevertheless, comparison of the performance of ACO
algorithms using the different solution representations shows that, using
this solution space, ACO can find better solutions than with the typical
representation. Hence, it may offer a promising alternative for quickly
generating good solutions to seed a local search procedure which can
take those solutions to optimality.

Keywords: Ant colony optimisation, job shop scheduling, solution rep-
resentation.

1 Introduction

Ant colony optimisation (ACO) is a constructive metaheuristic, inspired by the
foraging behaviour of ant colonies, that produces a number of solutions over
successive iterations of solution construction. During each iteration, a number of
artificial ants build solutions by probabilistically selecting from problem-specific

M. Randall, H.A. Abbass, and J. Wiles (Eds.): ACAL 2007, LNAI 4828, pp. 1-12, 2007.
© Springer-Verlag Berlin Heidelberg 2007



2 J. Montgomery

solution components, influenced by a parameterised model of solutions (called
a pheromone model in reference to ant trail pheromones). The parameters of
this model are updated at the end of each iteration using the solutions produced
so that, over time, the algorithm learns which solution components should be
combined to produce the best solutions. When adapting ACO to suit a problem
an algorithm designer must first decide how solutions are to be represented and
built (i.e., what base components are to be combined to form solutions) and then
what characteristics of the chosen representation are to be modelled.

Shop scheduling problems consist of a number of jobs, made up of a set of
operations, each of which must be scheduled for processing on one of a number
of machines. Precedence constraints are imposed on the operations of each job.
The majority of ACO algorithms for these problems represent solutions as per-
mutations of the operations to be scheduled (operations are the base components
of solutions), which determines the relative order of operations that require the
same machine (see, e.g., [1,2,3,4]). A deterministic algorithm can then produce
the best possible schedule given the precedence constraints established by the
permutation. This approach is more generally referred to as the list scheduler
algorithm [2].

An alternative approach is to assign different heuristics to each machine which
determine the relative processing order of operations, thereby searching the re-
duced space of schedules that can be produced by different combinations of the
heuristics. Building solutions in this manner may offer an advantage by concen-
trating the search on heuristically good solutions. A previous study compared
these two solution representations in ACO algorithms for a real-world job shop
scheduling problem (JSP) with staggered release and due dates modelled using
fuzzy sets [5]. Applied to that single real-world instance the alternative approach
performed extremely well, finding better solutions than the list scheduler ACO
in considerably less time. An open question was whether the same relative per-
formance would be observed on other, benchmark JSP instances.

This paper examines, in greater detail than in [5], the search space produced
by the alternative solution representation when applied to a number of com-
monly used benchmark JSP instances (Section 4). An empirical comparison is
subsequently made of ACO algorithms using the typical and alternative solution
construction approaches (Sections 5-6). Section 7 describes the implications of
the results for the future application of ACO to such problems. A formal descrip-
tion of the JSP and further details of the typical solution construction approach
are given first.

2 Job Shop Scheduling

The JSP examined in this study is of the n x m form, with a set of n jobs
J1,...,Jn and m machines M, ..., M,,. Each job consists of a predetermined
sequence of m operations, each of which requires one of the m machines. Only
one operation from a job may be processed at any given time, only one operation
may use a machine at any given time and operations may not be pre-empted.
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Table 1. JSP instances used in this study

Instance Best known n m

abzb 1234 10 10
abz6 943 10 10
abz7 656 20 15
abz8 669 20 15
abz9 679 20 15
ft10 930 10 10
ft20 1165 20 5

la21 1046 15 10
la24 935 15 10
la25 977 15 10
la27 1235 20 10
1a29 1152 20 10
la38 1196 15 15
1a40 1222 15 15
orb08 899 10 10
orb09 934 10 10

The objective is to schedule operations for processing on machines such that the
total time to complete all jobs, the makespan, is minimised. The makespan of a
solution s is denoted Chnaz(5s)-

Table 1 describes the instances used in this study to compare the alternative
solution representations. They are commonly used benchmarks in the ACO and
wider operations research literature and are all available from the OR-Library [6].

3 Typical Solution Construction for the JSP

To generate a solution to the JSP it is sufficient to determine the relative process-
ing order of operations that require the same machine. A deterministic algorithm
can then produce the best possible schedule given those constraints. Indeed, it
is common in ACO applications for the JSP and other related scheduling prob-
lems to generate a permutation of the operations, which implicitly determines
this relative order (e.g., [1,2,3,4,7]). These algorithms are restricted to creating
permutations that respect the required processing order of operations within
each job, which can consequently be called feasible permutations.

Different approaches to constructing solutions produce different search spaces.
The space of feasible permutations of operations for a JSP is very large (a weak
upper bound is O(k!), where k = n - m is the number of operations) and is cer-
tainly much larger than the space of feasible schedules [8]. This space also has a
slight bias towards good solutions, which can be exploited by some pheromone
models and proves disastrous for others. Another notable feature of this search
space is that while all solutions can be reached, solutions (schedules) are repre-
sented by differing numbers of permutations. These issues are discussed in some
detail by Montgomery, Randall and Hendtlass [8,9].
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4 Search Space Created by Dispatching Rules

An alternative approach to building solutions is to assign different dispatching
rules (i.e., ordering heuristics) to each machine, which subsequently build the
actual schedule. The search space then becomes the space of all possible com-
binations of rules assigned to machines, which is O(|D|™) where D is the set
of rules and m the number of machines. Given a small number of dispatching
rules this search space will correspond to a subset of the space of all feasi-
ble schedules. Further, given that dispatching rules are chosen with the aim of
minimising the makespan or number of tardy jobs, this is probably the case
even for large sets of rules. However, if the dispatching rules individually per-
form well it is expected that this reduced space largely consists of good quality
schedules.

Clearly, such an approach is inappropriate for single machine scheduling prob-
lems or problems in which too few criteria are available to heuristically determine
the processing order of competing operations, as in either situation the search
space is reduced by too great an amount. It is, however, entirely appropriate for
problems with multiple machines and various criteria upon which to judge com-
peting operations. This study examines its application to a number of common
benchmark JSPs using four dispatching rules. The remainder of this section
examines whether, for these instances using these four rules, the approach is
appropriate.

The four rules used in this study are Earliest Starting Time (EST), Shortest
Processing Time (SPT), Longest Processing Time (LPT) and Longest Remain-
ing Processing Time (LRPT). SPT and LPT relate to an individual operation’s
processing time while LRPT refers to the remaining processing time of a candi-
date operation’s containing job. EST is perhaps the simplest heuristic, choosing
the operation that can start the soonest, with ties broken randomly. Note that
the three other rules are not followed blindly: the earliest available operation is
always chosen except when there are two or more such operations, in which case
the rule determines which is given preference.

For small instances and a set of four rules it is possible to completely enumer-
ate the set of assignment solutions.! This was performed for the test instances
with up to 200 operations to discover the distribution of the cost of schedules
described. The distributions for the larger instances were estimated by sampling
4 x 10 randomly generated solutions. Note that as the EST rule breaks ties ran-
domly, there is some degree of error in the lower and upper bounds presented,
although it is likely the distributions described here are good approximations of
the true distributions. Fig. 1 presents box-plots of the distributions discovered,
expressed in terms of the relative percentage deviation (RPD) from the best
known cost, defined as

! Although complete enumeration of the search space obviates the need for a meta-
heuristic, on any moderate-sized instance or as the number of rules grows it quickly
becomes impractical.



