Systolic Signall
Processing
Systems

edited by
Easl E. Swartzlander, Jr.



L s 8862687

Systolic Signal
Processing Systems

edited by

Earl E. Swartzlander, Jr.

TRW Inc.
Redondo Beach, California

g

’/’;i
/®
(; w§

i UIIHII!

Marcel Dekker: Inc. New York e Basel

E8862687



Library of Congress Cataloging-in-Publication Data
Systolic signal processing systems.

Includes index.

1. Signal processing--Digital techniques.
I. Swartzlander, Earl E. '
TK5102.5.5663 1987 621.38'043 87-3467
ISBN 0-8247-7717-4

COPYRIGHT © 1987 by MARCEL DEKKER, INC. ALL RIGHTS RESERVED

Neither this book nor any part may be reproduced or transmitted
in any form or by any means, electronic or mechanical, including
photocopying, microfilming, and recording, or by any information
storage and retrieval system, without permission in writing from
the publisher.

MARCEL DEKKER, INC.
270 Madison Avenue, New York, New York 10016

Current printing (last digit):
10987654321

PRINTED IN THE UNITED STATES OF AMERICA



Systolic Signal
Processing Systems



8862687

Preface

The field of special purpose digital processor development is evolving
rapidly. This results in part from advances in VLSI circuit design and
fabrication technology. Specifically, through computer aided design
(CAD), silicon compilation, and VLSI fabrication advances it has be-
come practical to create custom digital processors for a wide range of
military, industrial, and commercial applications. The processor archi-
tecture must respect the constraints imposed by the design and fabri-
cation technologies. The repetitive use of common structures (i.e.,
modules) and the minimization of "random" interconnections are crucial
to reducing the design effort and to creating producable integrated
circuits.

This book is about systolic signal processing systems: networks
of signal processors with extremely efficient data flow between the
processors. The terminology is new: systolic systems were first pro-
posed about a decade ago by Professor H. T. Kung and his students,
including Charles Leiserson. This concept represents a significant
evolution from earlier pipelined digital signal processors.

Pipeline architectures have been employed for several decades to
implement analog filters and high speed radar signal processors. The
basic concept is that a cascade chain of processors can be provided
with storage between the processors so that multiple data enter "into
the pipeline" while previous data are being processed. The resulting
data flow is similar to a firefighters' bucket brigade; in both cases
the rate of flow is determined by the speed of the individual processors
and not by the number of stages in the pipeline.

Systolic systems are so named because data flows through them
in a rhythmic fashion similar to the flow of blood through a body. They
feature data connections only between neighboring processors, use
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multiple copies of a few types of processors, and avoid the use of
global memory. These attributes are well matched to the constraints
of VLSI technology. Localized interconnection (i.e., data flow only
between neighboring processors and no global memory) reduces the
need for exotic high-pin-count packaging, and allows increasing
numbers of processors to be placed on a chip (or wafer) as technology
evolves. Use of a few types of processing elements greatly simplifies
the VLSI design challenge.

Although much attention has been paid to the architecture of
general-purpose digital computers, relatively little has been devoted
to special purpose signal processing systems where the benefit from
the use of systolic architectures is greatest. This book represents
a joint effort by about a dozen internationally recognized experts to
improve the understanding of such systems. Chapters are included
describing the basic concepts, current systems, new approaches, and
extensions to the future. Our ultimate purpose is to foster a greater
awareness of the techniques, technologies, and benefits of systolic
processor architectures for signal processing applications.

This book is written for advanced students, engineers, and
managers who wish a concise introduction to the key concepts and
future directions of systolic processor architectures. Working engineers
and managers may find it useful to attend workshops and symposia,
such as those sponsored by the IEEE, to extend their understanding.

The first chapter provides an introduction to the use of mathe-
matical modeling for the design of pipelined signal processors. Dr.
Danny Cohen shows the relationship between the functions performed
by circuit elements (and their interconnection) and the resulting
processor's operation, allowing the designer to better understand
what a given processor will do prior to its construction.

In chapter 2, Professor Per E. Danielsson describes systolic
convolvers. Since the convolution operation is the cornerstone of
modern signal processing, the concepts are of great importance. A
wide variety of serial/parallel multiplier cells (which are cascaded to
perform convolution) are described. This chapter introduces many of
the concepts of circuit level pipelining and systolic processing.

Professor H. T. Kung is credited with developing the concept
of systolic processing. In chapter 3, he describes the CMU Warp
processor (the term Warp denoting ultra high speed is derived from
the "Star Trek" television series). Warp is a 32-bit floating point
systolic array capable of computing at rates of 10 million floating point
operations per cell. This chapter shows how various algorithms are
implemented on it.

In chapter 4, Professor S. Y. Kung describes the wavefront
array concept. This represents an extension to systolic architecture
in that data move in self-timed "waves" across the array. This chapter
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develops the concept and shows how algorithms are implemented on
arrays using data flow graphs.

In the next chapter, Professor Peter Cappello provides a method-
ology for making trades between space and time in processor arrays.
In general, adding more processors (i.e., increasing space) does not
produce a proportionate reduction in processing time. This chapter
shows ways to design arrays that achieve more nearly optimum per-
formance.

The development of a methodology to optimize the array imple-
mentation for a given algorithm is extended in chapter 6 by Dr. Sailesh
Rao and Professor Thomas Kailath. Their approach is based on ex-
pressing the problem as a Regular Iterative Algorithm (RIA) and
developing procedures to implement the RIA efficiently. Their work
provides a mathematical framework for architecture development and
comparison.

In chapter 7, Professor Tom Leighton and Charles E. Leiserson
show how systolic algorithms apply to the development of defect
tolerant architectures for Wafer Scale Integration (WSI). In WSI,
circuits are implemented on integrated circuit wafers (which may con-
tain many defective circuit elements). As shown in this chapter,
systolic architectures facilitate reconfiguration to bypass defective
circuits.

Finally, in chapter 8, Professors Renato Stefanelli and Mariagio-
vanna Sami examine fault tolerance in the context of a two-dimensional
array. This work leads to a protocol for dynamic fault circumvention.
Although developed for a two-dimensional array, it should also be
applicable to other regular structures.

Some users may be troubled by variations in the style of pre-
sentation; this is one of the disadvantages of a multiauthor book.
Exposure to the pioneers who are developing this field should help
to compensate for the inconsistencies.

This book was developed with significant support from the staff
at Marcel Dekker, Inc., and my secretary, Lauren Hall. Thanks are
due to all of them for their help. On behalf of the technical community,
it is a pleasure to extend special thanks to the authors who made time
in their already busy schedules to document their work, thereby
sharing it with all of us.

EARL E. SWARTZLANDER, JR.
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A Mathematical Approach
to Computational Network Design

DANNY COHEN University of Southern California Information
Sciences Institute, Marina del Rey, California

1 INTRODUCTION

In this chapter we demonstrate the application of a precise mathe-
matical notation to the design and manipulation of computational net-
works. This notation captures the concepts of arithmetic operations
(such as addition and multiplication) and of timing (e.g., delay).
Once a design is expressed by means of such a mathematical notation,
it can be evaluated objectively against a predefined set of design
objectives, such as performance and cost. Throughout this chapter
the term "design" means the structure/architecture of the compu-
tational network. This term is the hardware equivalent of the soft-
ware term "algorithm."

In Section 2 we define the design objectives that guide the
examples in this chapter. Obviously, other sets of design objectives
may be used without deviating from the spirit of the chapter.

In Section 3 we deal with the implementation of a finite impulse
response (FIR) filter, a typical signal processing problem. In that
section, several designs are suggested and evaluated objectively,
and the mathematical notation to express them is developed, in parallel.
Here we consider first a design that follows closely the mathematical
definition of the FIR filter. Later this design is transformed several
times in order to improve it with respect to the predefined design
objectives. Here the graphic representations of the designs are the
source of the intuition for the synthesis, and their mathematical
representations are mainly a means for the analysis, such as verifying
the correctness of the various transformations of the design.

In Section 4 the same technique is applied to synthetic aperture
radar (SAR) processing. We consider and evaluate several designs
that recult directly from the mathematical definition and the notation.



2 Danny Cohen

In Section 5 the same techniques and notation are applied to
polynomial multiplication, division, and simultaneous multiplication
and division. In that section the mathematical representation is the
guiding force for the synthesis, and the graphic representations are
used only for demonstration.

In Section 6 we discuss a special type of filter, the spectral
filter. Operational calculus is used on the mathematical notation for
deriving the most efficient implementation network for that filter.
This mathematical notation is a very powerful tool, complementing the
intuition based on conventional graphic representation. It could be
used for both the synthesis and analysis of computational networks.

2 THE DESIGN GOALS

To achieve an optimal design, it is necessary to define the design

objectives. The following objectives are typically considered to be
important:

1. Correctness and accuracy
2. High computation rate

3. Low delay

4, Low parts count

5. Modularity, simplicity, etc.
6. Low power

7. Small size

8. Low cost

Obviously, this is only a partial list. For different applications
the relative weights of these objectives may vary. It is generally
accepted that (1) is the most important, even though there is evidence
that this is not always the case. In some cases (8) is the dominant
factor; in others, it is (6) and (7). Here (1) through (5) are con-
sidered to be the most important, in that order.

3 FIR-FILTER EXAMPLE

Consider the finite impulse response (FIR) filter, defined by

N
Yn = Z aixn—i (1.1
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This is a nonrecursive filter of the Nth order. Each output (Y) is a
weighted average of the previous N inputs (X). Typically, the X
sequence is a time series, and the x's are available sequentially, with
xi preceding xj+1 by one "cycle."

3.1 Z Operator

Let Z be the "delay-by-one-cycle" operator such that Zxj = xj_1. In
systems controlled by a central master clock, this Z operator may be im-
plemented by a simple register. Z0 is defined to be the unit operator
and Zn is defined by zn = ZZn-1, It may be implemented by an n-stage
first-in, first-out (FIFO) shift register.

We use the following properties of the Z operator:

1. Z0%§ = Xj-n.

2. ZF(x) = F(Zx).

3. If C is time invariant, ZC = C.

ZN with n < 0 is a prediction by |n| steps into the future. Since
prediction of external input is not easy to implement with conventional

logic, it is advisable to use only n > 0 when applying the ZN operator
to external input.

3.2 FIR-Filter Implementation

The expression

N
Yn = Z 8%h-i (.12

may also be written as
X i
Yn = Z aiZ *n
i=1
Using operator-calculus notation, this may be written as
& i
Y = ( 12__; 8.7 )x

For N = 4 this yields



