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Preface

The contents of this book address the problem of how we should deploy
the power available through developments in computational technology
(e.g., object oriented programming, experts systems, natural language
interfaces) to assist human performance in complex problem solving
worlds, i.e., cognitive engineering. Effective use of computational power
depends on understanding the problems to be solved and how people
solve and fail to solve these problems. This understanding will lead to
principle driven, rather than technology only driven, development of
computational possibilities for intelligent and effective decision support,
and can affect the very nature of the computational tools that are needed
(e.g., techniques for reasoning about uncertainty; semantic reasoning
engines).

The book contains a series of papers by a collection of international
researchers (17 authors from eight countries) that address a wide range of
fundamental questions in cognitive engineering such as: what should be
the relationship between the machine and human portions of a human-—
machine problem solving ensemble? How do people use todays’ support
systems? What are the sources of performance failures in complex
systems? What support do people need to function more expertly? How
can machine reasoning help construct support systems for complex and
dynamic worlds? Where do we need to extend machine reasoning
capabilities to cope with the demands of complex and dynamic worlds?

The book is an outgrowth of a workshop on this topic partially
sponsored by the Commission of the European Community and held
November 11-14, 1986 at the CEC Joint Research Center at Ispra. This
workshop was organized as a follow up to the NATO Advanced Study
Institute on “Intelligent Decision Support in Process Environments” held
in September, 1985 and co-sponsored by TEMA (I), System Designers
(U.K.), Dephi (I), and Intellicorp (U.S.A.).
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Cognitive Tools: Instruments or Prostheses?

The theme of this section of the book is cognitive engineering—the problem of how
we should deploy the power available through developments in computational
technology and artificial intelligence to assist human performance. Advances in
machine intelligence raise the question of what should be the relationship between
the machine and human portions of a human—machine problem solving ensemble.
Each of the papers in the section examines some aspect of this question, and all
point to ways to better couple machine power and human intelligence to improve
performance in complex domains.

One metaphor that can be used to describe the challenge facing cognitive
engineering is to view the new computer systems as tools and the human practitioner
as a tool user. The question of the relationship between machine and human takes
the form of what kind of tool is an intelligent machine. At one extreme, the machine
can be a prosthesis that compensates for a deficiency in human reasoning or problem
solving. This could be a local deficiency for the population of expected human
practitioners or a global weakness in human reasoning. At the other extreme, the
machine can be an instrument in the hands of a fundamentally competent but
limited resource human practitioner. The machine amplifies the powers of the
practitioner by providing increased or new kinds of resources (either knowledge
resources or processing resources such as an expanded field of attention). The extra
resources may allow restructuring of how the human performs the task, shifting
performance onto a new higher plateau. While this dicotomy is partially polemic, it
provides one way to frame the problems that confront cognitive engineering.

To achieve the goal of enhanced performance, cognitive engineering must first
identify the sources of error that impair performance of the current problem solving
system. Reason in “Cognitive Aids in Process Environments: Prostheses or Tools?”’
provides a summary of the cognitive underspecification approach to human error.
Human cognition can make do with incomplete or highly uncertain input by filling in
the gaps with high probability contextually relevant material based on experience.
However, the result of this process is problematic especially in novel situations
where the person by definition has limited experience. He also articulates a Catch-22
that is at the heart of cognitive engineering and system design in risky industries.
Risky situations involve the conjunction of several circumstances unanticipated by
the designer; the human-in-the-loop must compensate for unanticipated situations.
However, the person will use knowledge or strategies based on his past experiences
which will not necessarily be relevant in novel cases.

Reason notes that human errors arise from mismatches between the properties of
the technical system and properties of the human cognitive system. These
mismatches turn what are normally strengths of human cognition into weaknesses.
Introducing new technology without understanding its impact in a larger sense can
expand “artificially induced” error tendencies. Reason points out that there are
limits in human flexibility in dealing with situations that have not been anticipated or
experienced before, what Woods in his commentary “Cognitive Engineering in
COGNITIVE ENGINEERING IN

COMPLEX DYNAMIC WORLDS Copyright © 1988 by Academic Press, London
ISBN 0-12-352655-8 All rights of reproduction in any form reserved
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Complex and Dynamic Worlds” calls unexpected variability. As a result, Reason
claims that cognitive tools in the sense of prostheses are needed to offset the
artificially induced human error tendencies. However, the study by Roth and her
colleagues shows that even the latest machines can be extremely brittle problem
solvers when the situation departs from those the designer expected. While there are
many ways to plan for and prevent trouble from arising, we need cognitive
engineering techniques that help human and machine problem solvers function
successfully in the face of unanticipated variability—how to manage trouble.
Ultimately, the path out of the Catch-22 may be to develop new ways to couple
human and machine intelligence that go beyond either a highly automated system or
a highly manual system—a major challenge for cognitive engineering.

Researchers and tool builders usually are concerned with the next system or
technology so that we seldom ask how to domain practitioners make use of todays’
support systems? De Keyser, in “How can Computer-Based Visual Displays Aid
Operators,” provides an overview of a project that explicitly looked at how
computer based display technology has been utilized in the field. This project is
unique because she and her colleagues examined several kinds of complex and
dynamic worlds and because they examined the same industrial plant longitudinally,
when the computer based display technology was first introduced and three years
later. De Keyser uses some of the results from this project to explicitly consider how
display technology can assist the practitioner. She places great emphasis on the
power of analogical representations, displays that perceptually integrate data to
show rather than tell the user the critical information needed for good performance.

At one level, the study by Roth, Bennett and Woods on ‘“Human Interaction with
an ‘Intelligent’ Machine” is a rare opportunity to observe how actual practitioners
make use of a new Al based system when solving actual problems under actual work
conditions. The study explicitly considers the performance of the human-machine
ensemble. The results show that the standard approach to expert system design, in
which the user is assigned a passive data gathering role in service of the
machine—the machine as prosthesis, is inadequate. Problem solving in this
situation, as in complex situations in general, was characterized by novel situations
outside of the machine’s competence, special conditions, and underspecified
instructions, all of which required substantial knowledge and active participation on
the part of the human practitioner. But at another level, these results sound all too
familiar. Similar breakdowns in performance have been observed in the past with
other kinds of technologies. To correct or avoid these troubles a strong viable
cognitive engineering is needed.

An increased ability to detect and correct errors, which is one part of error
tolerant systems, is often cited as one way that new computational power can assist
performance. However, there have been few studies of peoples’ ability to detect
their own or another’s (either another person or a machine) errors. The paper by
Rizzo Bagnara and Visciola on “Human Error Detection Processes,” provides one
investigation that helps to close this gap in our knowledge. They studied how people
detect errors that they have committed in the context a relatively simple task given
the scale of many of the target applications of the papers in this book. Their
investigations are closely tied to current thinking about taxonomies of human error
(e.g., slips, rule based mistakes, knowledge based mistakes) and are required if
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cognitive engineering is to provide systems that enhance error recognition. For
example, the attentional and error detection processes that Rizzo et al. investigates
are important because of the role that they play in fixation prone or fixation resistant
behavior in natural problem solving habitats. Several investigators have found that
this type of error, where behavior persists in the face of discrepnant evidence, is an
important part of human performance in complex worlds. Among many interesting
results, this study establishes the importance of what Rizzo calls error suspicious
behavior, expecially in detecting cases of erroneous intentions (mistakes). Error
suspicious behavior is defined as cases where the human problem solver exhibits
perplexity about system behavior without suspecting that a specific type of
erroneous result has occurred. It is interesting to speculate about the information
from the world, the kind of experience of the world, and the internal knowledge
structures that support this kind of behavior.

One technique for framing questions about the relationships between human and
machine intelligence is to examine human-human relationships in multi-person
problem solving or advisory situations. Muir in her paper on ‘““Trust between
Humans and Machines” takes this approach by examining the concept of trust and
models of trust in human relationships. She uses the results to define trust between
human and machine problem solvers and to propose ways to calibrate the human’s
trust in decision aids.

Framing the relationship of human and machine problem solver in this way leads
to several provocative questions. One is how does the level of trust between human
and machine problem solvers effect performance? If the practitioner’s trust in the
machine’s competence or predictability is miscalibrated, the relationship between
human and machine can be corrupted in two directions. Either a system will be
underutilized or ignored when it could provide effective assistance or the prac-
titioner will defer to the machine even in areas that challenge or exceed the
machine’s range of competence. Another question is how is trust established
between human and machine? Trust or mistrust is based on cumulative experience
with the other agent which provides evidence about enduring characteristics of the
agent such as competence and predictability. This means that factors about how new
technology is introduced into the work environment can play a critical role in
building or undermining trust of the machine. If this stage of technology introduc-
tion is mishandled (for example, practitioners are exposed to the system before it is
adequately debugged), the practitioner’s trust in the machine’s competence can be
miscalibrated. Muir’s analysis shows how variations in explanation and display
facilities affect how the person will use the machine by affecting the person’s ability
to see how the machine works and therefore their level of calibration. Muir also
points out how human information processing biases can affect how the evidence of
experience is interpreted in the calibration process.

Boy takes up the question of the relationship between human and machine
problem solver in the context of the design of decision aids in the paper ‘“Operator
Assistant Systems,” Boy’s paper uses current paper based procedures and opera-
tions manuals as the starting point in looking towards new support systems. Behind
his approach is the idea that the transition from paper based to computer based
support systems is a shift in media. Performance aiding requires that one focuses on
the cognitive support functions that a system can provide. Different kinds of media
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or technology may be more powerful than others in that they enable or enhance
certain kinds of cognitive support functions. Different choices of media or
technology may also represent tradeoffs between the kinds of support functions that
are provided to the practitioner.

Boy discusses several different levels of assistance where technology is used to
create different cognitive tools. What is different about cognitive tools as compared
to other kinds of tools is that, given today’s computational technology, cognitive
tools can have some level of autonomy. The levels of assistance reflect cognitive
tools with different levels of autonomy. In this regard Boy is primarily drawing on
the supervisory control metaphor in discussing the relationship of human and
intelligent machine. The intelligent machine can be thought of as a control agent
that can have different kinds of relationships to the human agent. Note that as the
machine’s level of autonomy increases the degree to which the human is taken
out-of-the-loop. Thisbrings "us, back to Reason’s discussion of the Catch-22 of
supervisory contrgl inbrisky work%environments and Roth ef al.’s concept that the
ability to handl¢ unexpected vagiability is the measure of the effectiveness of a
cognitive system. People are in Fh loop to handle the unexpected; the cognitive
engineering questi@ngremains what' knowledge and processing resources do they
need to fulfill this\r‘ole ahd ho* can these resources be provided.

oy

.



Cognitive aids in process environments: prostheses
or tools?

JaMEs REAsON
Department of Psychology, University of Manchester, Manchester M 139PL, U.K.

Human fallibility in one form or another is the major contributor to catastrophic
failures in complex and hazardous process environments. Few would disagree with
this assertion, especially in the aftermath of Chernobyl. Nor would many quarrel
with the claim that human operators need more help in operating such systems,
particularly during disturbances. Where opinion divides, however, is on such
questions as:

* Why this help is needed,

* Who should have it, and "
* What forms it should take. & $ O\
i Y £ *\
1. Two ways of looking at cognitive ai !
e & »
1.1. THE SANGUINE VIEW », "‘ ")
The optimists believe that the problem of operator, error in preCess environments
will ultimately have a technical solution. The same ex growth in computer

technology that made centralized, supervisory control possible in the first place can
also provide the “cognitive tools”—felicitous extensions of normal brain-power—
that will enable operators to deal successfully with its current problems of
complexity and opacity. Such optimists, particularly if they are systems designers,
might also wish to claim that, in any case, human involvement in such systems (and
hence the attendant risk of dangerous operator errors) will gradually decline as the
possible scenarios of failure are better understood and further non-human methods
of coping with them are devised.

1.2. A DARKER VIEW

A more pessimistic view, and the one espoused here, is that most operator errors
arise from a mismatch between the properties of the system as a whole and the
characteristics of human information processing. System designers have unwittingly
created a work situation in which many of the normally adaptive characteristics of
human cognition are transformed into dangerous liabilities. And—the argument
continues—since the problem is fundamental to the design of such systems, and
since (short of closure) these installations are likely to be with us for many years to
come, the only immediate remedy is to provide the human participants, both
operators and maintenance personnel, with cognitive prostheses (or, in plainer
English, mental ‘“crutches”) that will help to compensate for some of these
artificially-enhanced error tendencies.

2. Analysing the human error problem

This section will focus upon analysing the nature of the human error problem in
process environments. I will look briefly at three issues: (1) fundamental difficulties

COGNITIVE ENGINEERING IN
COMPLEX DYNAMIC WORLDS Copyright © 1988 by Academic Press, London
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