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Preface

Five years ago, the theme of this conference would not have been a candidate for
a session in a larger conference such as the Summer Computer Simulation
Conference. What, then, has changed to warrant this topic as a full conference?

The short answer is that users have at last become more demanding of their software.
Established practitioners of simulation have sought more realism from their
simulations, which requires considerably more support throughout the modeling
process and the implementation of their results. However, simulationists have
encountered barriers when trying to translate their simulation requirements into a
working, representative tool and that is the software. From the experienced to the
novice, all have found simulation software to be lacking.

A simulation language is clearly not enough for either extremes of the user spectrum.
The expert needs more support than a language can provide; there must be an
integrated software environment to support all stages of the simulation process from
requirement specification to the analysis of results. The novice, on the other hand,
does not have the knowledge or experience required to utilize a simulation language
effectively. However simple a language is claimed to be, the inescapable fact remains
that programs must be written. To get the best out of any language, some knowledge
of simulation techniques and algorithms is essential. The software environment must
provide a simple interface while offering expertise within the system to construct
and conduct the simulation for the user. Given a software support environment with
expertise, the user is then free to concentrate on the problem rather than having
to be concerned with simulation techniques and practices.

This conference owes its existence to the fact that computer science has advanced
significantly in the last five years and software environments in general, have received
a lot of attention. Artificial intelligence techniques and tools are now being applied
in simulation after having been perceived to be the province of theoreticians for so
long. Our own perspective on the resulting marriage is obviously through the focus
of simulation which is, after all, only one application of computers. However, the
relevance of the union encompasses broad areas of computer science.

Papers published in proceedings never fall into neat categories; this proceeding is
no exception. It would be sad if we were all neatly compartmentalized. If the
allocations of papers incur the wrath of authors and/or presenters, then | apologize.
The papers included address a wide range of topics — some discuss the design of
simulation environments, others describe their application. Many of the contributions
are concerned with the detailed building blocks from which intelligent simulation
environments are constructed.

In addition to the papers published for this conference, we have also included papers
presented at the joint session with Modeling and Simulation on Microcomputers.
The papers for the two joint sessions with the conference on Continuous System
Simulation Languages are published in that proceedings. It was not possible to
duplicate them for both proceedings.

Heimo H. Adelsberger has organized the State-Of-The-Art Tutorials held as a parallel
track in the ISE conference. These provide an interesting and informative background
to the technical papers and all are published in this proceedings.

Simulation is at an exciting stage of development. Let us look forward to the next
five years! Finally, | would like to take this opportunity to thank all contributors to
the conference, all the delegates, and all the staff at SCS. Poor Rosemary Whiteside
bore the brunt of having to co-ordinate the activities and inactivities of a discrete
set of chairmen.

Paul A. Luker, PhD
Chico, California
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Using cellular automata in graph theory modelling: A high
performance solution of the HAMILTON problem

* K%
" J.C. PEREZ , R. CASTANET
IBM FRANCE Bordeaux ROBOTICS CENTER
Route de Canejan 33610 Cestas France
BORDEAUX I University COMPUTER SCIENCE DEPARTMENT
351, Cours de la Libération 33405 Talence France

ABSTRACT

After general considerations on a parallel ap-
proach of graph theory problems, we present a specific
problem : "To find hamiltonian circuits in a 3-vertex
connected cubic graph".

This problem is similar to the "TRAVELLING SALES—
MAN PROBLEM". We present a parallel KNOWLEDGE REPRESEN-
TATION of the graph. The parallel algorithm uses paral-
lel PROPAGATION of CELLULAR AUTOMATA.

This EXHAUSTIVE approach is combined with a power-
ful HEURISTIC method. The result is a powerful polyno-
mial algorithm which finds Hamiltonian circuits in
complex graphs.

Meanwhile, an open-problem is discussion and re-
search of cases where this algorithm fails.

I INTRODUCTION

Our major research directions in cellular automata
area are : graph theory modelling, biology modelling,
parallel computing, artificial intelligence.

This paper deals with the 1-st area graph theory
modelling. Graph theory is present in many A.I problems
and knowledge modelling areas. Generally, graph pro-
blems are resolved with current knowledge representa-
tion methods (stacks, index methods etc...).

We propose new and original knowledge representa-
tion methods in graph modelling (based on parallel cel-
lular automata).

II THE POWER OF CELLULAR AUTOMATA IN GRAPH THEORY
2.1 THE POWER OF CELLS

The initial background of this idea is an explora-
tion of the CONWAY cellular automata, also known as
""'game of life" (1),(2).

In this research, we conclude that elementary rules
processing at cellular level can control complex rela-
tions and mechanisms.

For example, the process which deduces the follo-
wing pattern "CLOWN" (figure b) from the initial pat-—
tern "U" (figure a) could be understood and applied by
a "3-year old child".
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Figure a Figure b

Then, we choose to apply cellular automata in
different areas such as A.I, biology, parallel compu-—
ting and graph problems.

Defirition :

A cellular automata results from the dynamic net-
work of cells (like a chessboard). All cells run, syn-—
chronously, the same simple algorithm. The next state
of each cell depends on its present state

the state of its neighbo-
ring cells.

2.2 FIRST APPLICATION OF CELLULAR AUTOMATA IN GRAPH
THEORY ""THE UNDULATORY CELLULAR AUTOMATA"
We define the following topics

- A CELLULAR SPACE there is a 2-dimension dis-
crete network of cells. Each cell has a binary value
/1).

- NEIGHBOURHOOD : Around each cell, we define a
VON-NEUMANN neighbourhood
with its 4 neighbours.

— PROPAGATION CELLULAR AUTOMATON If a cell fires
(at the time n), then it propagates a firing value (1)
(at the time n+1) in the 4 neighbouring cells (and so
on...). The operation is synchronous and run simultane-—
ously for the whole cellular space.

- "UNDULATORY ANALOGY" : This propagation cellular
automata is identical with discretisation of undulatory
waves in a plan, like in a water surface (3).

- "FREE CELLULAR PROPAGATION" : The cellular space
is free then waves can run and visit the whole cellular
space. We use this approach in the parallel global vi-
sion expert-system '"MONADES" (4).

Following you can see an example of these discrete wa-
ves around a lot of 1-valued pixels.

each cell can communicate
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We remark that the full cellular space is self-
organized around the "emission-pattern'". Then, we ob-
tain a potential distribution as shown by the following
figure
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- "CONSTRAINT CELLULAR PROPAGATION" The same
undulatory cellular automata is used but the cellular
space 1s restricted, like a labyrinth (with 2 classes
of areas propagation domains and forbidden domains).

If we continue using the "waterwaves analogy", it
is like a "basin" with a set of paving-stones that ca-
nalize circulation of water.

Following is a labyrinth
zation of the TUTTE graph

representing a discreti-
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Discrete propagation in a labyrinth of the TUTTE graph

SRR

Immediatly, we can deduce from this figure the
cellular parallel backgrounds for
- algorithms in connexity search
- algorithms finding the shortest length path bet-
ween 2 nodes in a labyrinth.

If we continue with "water analogies'", this is e-
quivalent to water which runs from the initial source
point, with divisions when it arrives at each node,
and so on ... This is, really, a
proach".

""massive parallel ap-

2.3 AN OVERVIEW OF OUR WORK WITH CELLULAR GRAPHS

At this point, we can imagine a large panel of ex-
perimentations in graph theory. We process graph pro-
blems using 3 successive approaches

- ASYNCHRONOUS APPROACH : We work with asynchro-
nous propagation in labyrinths (then, waves don't stop
at nodes, and propagation is independant of nodes but

depends on the length of edges).

— SYNCHRONOUS APPROACH : We use a synchronous propa-
gation mechanism which is independant of the length of
edges and which processes waves between nodes. There
are 2 hierarchical levels of waves :

. micro-waves inside edges (between 2 nodes)
. macro-waves synchronous waves between
nodes (propagation nodes by nodes).

— RULES-BASED APPROACH : We implement such algo-
rithms in the PROLOGS5 inference system (5).

In this case, the graph is not discretized but des-
cribed with PROLOG rules. The cellular propagation runs
at the PROLOG5 parallel inferences level.

Then, we can summarize the major graph theory areas
covered by our experimentations using such cellular me-
thods
_)IN GENERAL GRAPH PROBLEMS

Find the faces, nodes, edges of a graph.
Minimum length path in a graph or labyrinth,
parallel cellular automata propagation.
Center, ray, and diameter localization in a graph.
Studying connectivity in graphs (like 2 vertex-—
connected etc...).

using

:bIN N-P COMPLETE COMPLEXITY GRAPHS PROBLEMS
. Find simple cycles in a hyper-graph (6).
. Find Hamilton cycles in a graph (cubic and 3-ver-
tex connected).
Find Steiner path tree problem. (Minimal spang%n%\
eey

In these above problems, we demonstrate and run para-—
llel polynomial algorithms, but we do not prove their
validity.

All algorithms are based on cellular parallel propa-
gation in labyrinths, graphs and hyper-graphs. Above
algorithms provides discussion material about relation-
ships between complexity, parallelism and cellular know-
ledge representation.

Another major remark is about "LOW-COST'" computer
technology Present algorithms are very simple (cellu-

lar operations), consequently, there are realizablewith
VLSI technologies.

2.4 INTRODUCING NEW APPROACHES IN GRAPH THEORY
In graph theory, there are 3 major approaches

- The ALGORITHMIC approach (polynomial computing

time) .

- The EXHAUSTIVE approach (exponential computing
time).

- The HEURISTIC approach (polynomial but result not
guaranteed) .

Global level and cellular level ...

All problems in graph theory are resolved working at

the global level : Global level manipulates objects and
relations, edges, nodes, faces etc...

Our algorithms work at the cellular level.

Then, the relation between EXHAUSTIVE and HEURISTIC
must be reconsidered with this new approach.

For example, a problem like the HAMILTON problem is
resolved

- using EXHAUSTIVE search at CELLULAR level.

- using HEURISTIC search at GLOBAL level.

There are new situations ...
We say that

The change in knowledge representation
could modify notions like complexity and
algorithm efficiency (!)

Particularly, it is necessary to be very prudent in
NP-complete complexity cor<iderations.



Meanwhile, the following arguments go in the same
direction

- In BELL laboratories, J.J. HOPFIELD is studying
cellular algorithms based on neuron-like circuitswhich
solve the '"travelling salesman problem" with highly
efficient performances.

- In (7), A.K. DEWDNEY describes analog methods
(based on cords, fluids, etc...,) that can solve NP-
complete problems in polynomial time (like the STEINER
minimum spanning tree problem) !

We explain this phenomena, in the case of our sys-—
tems, by the existence of a natural link between these
properties of analog methods and our undulatory ap-
proach
In fact, our undulatory algorithms are discretiza-
in computers of analog properties the propaga-
tion of waves in an undulatory area (waves etc...).

tion

Naturally, this computerized approach benefits
from the properties of analogic and continuous repre-
sentations
(likely technique of numerical analysis conserve pro-
perties of the continuous phenomena modelled by numeri-
cal analysis discrete methods).

Finally, the major conclusion is a new view on mu-
tual relations between EXHAUSTIVE and HEURISTIC searchs
a simple HEURISTIC method combined within EXHAUSTIVE
process of cellular automata provides HIGH PERFORMANCE
new algorithms and a new view of N-P complete and expo-

nential problems.

II1 RESOLUTION OF THE HAMILTON'S PROBLEM
3.1 PROBLEM PRESENTATION

The Hamilton's problem is one of the major unre-
solved problems in the graph theory area (8). In this
paper, we limit our research to the restricted case of
a cubic 3-connected unoriented graph.

- Finding Hamilton circuits consists of drawing a
circuit passing, only once, by each note.

- A cubic 3-connected graph has 3 edges by node
and it is necessary to cut 3 edges to disconnect
the graph in 2 distinct sub-graphs (8).

- The Hamilton's problem, in the case of a cubic
3-connected graph, is an NP-complete problem (9).

3.2 BACKGROUND RULES AND GUIDELINES
The following cellular automata solution of Hamil-
ton's problem is based on the use of basic cellular
tools
- Automatic search of nodes, edges, faces in a
cellular labyrinth.
- Research of the minimum length path between 2
nodes.
- Measurement of 1-connected, 2-connected,
3-connected.
- Potential topologic ordering of the graph around
an emission node.

All these modules are fully parallel and use cellu-
lar automata propagation.

Using these background tools, we have redefined a
new approach to the HAMILTON problem ; the major ideas
are the following

IDEA 1 : Relations between the Hamiltonian circuit and
the maximum length path : The Hamilton pro-
blem is equivalent to the following problem : the Hamil-

tonian circuit is the longer path in the graph ; then
if we consider one edge in the graph, we prove
(a) This edge is included in the Hamiltonian cir-
cuit (if the graph is Hamiltonian)
(b) The union between this edge and the longer
path joining the 2 nodes of the edge constitu-
tes the Hamiltonian circuit.

Demonstrations :

is deduced from a graph theory theorem (8)
"if a graph has 1 Hamiltonian circuit, then this graph
has » 3 Hamiltonian circuits. We can understand this
theorem using coloration of edges : we can color the
Hamiltonian circuit using 2 alternate colours and using
the 3¥d colour for the remaining edges.

Then, the 3 combinations of 2 out of 3 colours
give the 3 Hamiltonian circuits.

(b) The Hamiltonian circuit is the union between
the chosen edge and the maximum length path around this
edge. Suppose a Hamiltonian graph with N nodes. Then,
the Hamiltonian circuit has N edges. Then, the maximum
length path around the edge must have N-1 edges.

IDEA 2 Relations between maximum length path and mi-

nimum length path : "the school-boys path"

Our heuristic strategy is the following

- If at each time of the heuristic process, we
can choose between the 2 disjointed minimum length
paths, we keep the longer way path of the two and we
eliminate the shorter path of the two.

- Then a flow of automatic deductions occurs and
we must assure that the remaining sub-graph will be 3-
connected ;

- then, it will be possible to choose, a new
path, between 2 disjointed possibilities.

- and so on ...

In summarized terms, we assure that consecutive
eliminations of shorter paths conduce to the larger
path (!). For these reasons, we choose an analogy with
a French proverb : '"the school-boys path", school-boys
when they leave school for home, at each choice, elimi-
nate the shorter path

3.3 ALGORITHM SUMMARY
The algorithm is programmed in APL language and
includes about 250 instructions distributed in about

30 modules ...

The major guideline is to build a major chain in
which the 2 extremal nodes can be joined by 2 disjoin-
ted paths (3-connected graph). This property must be
guaranteed at each step in the heuristic process.

Then, this chain grows and converges to the fi-
nal step the hamiltonian circuit (if the graph is ha-
miltonian) ; if the graph does not have a hamiltonian
circuit, the algorithm generally converges towards to
the hamiltonian path (!).

The algorithm uses in flip-flop the 3 following
major functions

- finding the "school boy path'" at a local deci-
sion step. This choice must guarantee that the
remaining sub-graph will be 3-connected.

- Absorption of secondary sub-chains by the ma-
jor chain if the 2 chains are near and if the
resulting chain guarantees a 3-connected pro-
perty.

- Automatic deduction of edges after a decision.
If an edge is included in the hamiltonian
chain, then, other edges in relation becomes
non-hamiltonian or hamiltonian (see figures).

Example :

We can see, in the annex, at the end of this
paper, an example running on a graph deduced from the
KOZIREV and GRINBERG graph (8).



KOZIREV and GRINBERG is not hamiltonian.

The deduced following graph is Hamiltonian.
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ANNEX : Using the algorithm for finding Hamiltonian
circuit in the following graph (derived from KOZIREV
and GRINBERG graph).
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