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PREFACE

Simulation has been for a long time a valuable and
widely used tool for the analysis of systems.
Especially the control engineer has been familiar
with this means for a long time. Simulation was
used not only for the analysis of plants and
controlled systems but also - and may be primarily
- as a valuable remedy for controller design.

Further, simulation has turned out to be a
valuable tool in the education of under-graduate
and post-graduate students of control engineering.
Simulation may equally well be used in continuing
education programs. This is due to the fact that
it allows a quick and instructive presentation and
discussion of phenomena and methods. At the same

time, simulation can be used quite easily in a
laboratory allowing the student to test various
types of controllers in connections with a ’'real’

plant. To some extent, simulation may even replace
laboratory equipment allowing the analysis and
design of systems at relatively low costs and
without risks by a large number of students.

Whereas in old times of control
analogue hardware was the main instrument for
performing such simulation, nowadays mainly
digital equipment is used because the latter has
become more comfortable due to special simulation
software and languages. Further, in most cases
digital simulations can be performed now with
sufficient speed.

engineering,

Nevertheless, the development of new software as
well as the improvement of existing software in
order to meet in a better way the needs of control
engineers is still going on and will continue for
some years.

For these reasons it is not amazing that the IFAC
committee on Theory decided to sponsor a Symposium
on 'SIMULATION OF CONTROL SYSTEMS’ and to ask the
IFAC committees on Applications, on Computers and
on Education as well as IMACS (the International
Association for Mathematics and Computers in
Simulation) to act as co-sponsors.

Speaking about SIMULATION means a good deal more

than solving some more or less complicated
equations or computing more or less useful and
meaningful numbers . Simulation consists of

performing experiments with a system - in most
cases on a computer - of different physical nature
but with analogous behaviour with respect to the
problem to be investigated and solved.

One of the main goals of a simulation study is to
get. INSIGHT IN A SYSTEMS BEHAVIOUR, no matter

whether a controlled or an uncontrolled system is
investigated. Consequently, the task of MODELLING
a given system in a satisfactory way is of primary
concern in all simulations. Such a model has to be
established in an adequate way. This means that
the model must account for all properties of the
real system which are of importance for the
problem to be solved. But at the same time the
model should not be to complicated in order not
only to facilitate the necessary computations but
also to allow a sufficiently accurate estimation
of all required parameters and exogeneous
functions of time.

Vienna, Autumn 1986

vii

Consequently, questions of modelling, of model
simplification but also theoretic aspects of
modelling were discussed during the Symposium to
some extent. Papers dealing primarily with this
subject are collected in Session 1 of these
Proceedings but the interested reader should
consult also Session 2 where he may find papers
dealing basically with systems analysis and
design, but some of them deal in a short way also
with interesting modelling aspects. Last but not
least modelling aspects are addressed too in some
of the invited papers, especially in those
prepared by Lennart Ljung and Spyros Tzafestas.

Session 2 is devoted to the analysis and design of
systems. In control engineering the ANALYSIS of
SYSTEMS is of importance in two respects. Firstly,
the analysis of the plant has to be performed, a
topic  which is covered by many papers on
modelling, especially by papers presenting a case
study on this subject. Secondly, the analysis of
the controlled system is of intrinsic importance.
This is due to the fact that it allows to judge
whether or not the proposed controller will be
adequate for the given control task.

The problem of CONTROLLER DESIGN can be termed as
the central question within the papers collected
in Session 2. Especially the use of so-called
advanced control concepts as e.g. ADAPTIVITY and
OPTIMALITY often require detailed simulation
studies. This is not only due to the high
theoretic requirements of such concepts but also
to the complexity of the plants for which such
controllers have to be designed.

Session 2 deals with theoretic aspects as well as
with practical applications - as it was the case
in Chapter 1. Yet, the reader interested in
systems analysis and design should not forget to
consult also the invited papers especially those
by Katsuhira Furuta et al., P.M. Bruijn et al.,
D.P. Atherton and Gislain Vansteenkiste.

As already mentioned the improvement of existing
and the development of new simulation tools is of
actual and growing interest. Such tools exist
mainly in the form of software packages and more
or less specialised simulation languages. Never-
theless, also the development of new hardware or
the combination of existing hardware by new
interfaces are of interest.

Session 3 collects papers devoted to the question
of adequate and improved SIMULATION TOOLS. It is
completed by the invited paper prepared by Walter
Ameling. The invited paper by A. Fischlin et al.
should also be mentioned in this connection which
emphasizes also on questions of engineering
education.

The editors like to thank all who assisted in the
organization of the Symposium and in the pre-
paration of these Proceedings. We zope that these
Proceedings will provide a unique source of
information on both the state-of-the-art and new
developments in the field of SIMULATION OF CONTROL
SYSTEMS.

Inge Troch
Peter Kopacek
Felix Breitenecker



CONTENTS

INVITED PAPERS

Building Models for a Specified Purpose Using System Identification
L. LJUNG

Optimization of Computer Structures
W. AMELING

Knowledge Engineering Approach to System Modelling, Diagnosis, Supervision
and Control
S.G. TZAFESTAS

Process Control of Large Scale Systems
G.C. VANSTEENKISTE

Application Examples of Advanced Digital Control in Wire Industry
K. FURUTA, M. SAMPEI, Y. NAKAMURA, K. ASADA

Simulation and Realisation of In-line Control Algorithms
P.M. BRULJN, J. CSER, A.R.M. SOETERBOEK

Simulation in Control System Design
D.P. ATHERTON

Simulation and Computer Aided Control System Design in Engineering
Education
A. FISCHLIN, M. MANSOUR, M. RIMVALL, W. SCHAUFELBERGER

CONTRIBUTED PAPERS

1. MODELLING

(a) THEORETIC ASPECTS
Modelling and Simulation of Non-linear Systems Based on Infinite Bilinear
Realizations

F. ROTELLA, I. ZAMBETTAKIS, G. DAUPHIN-TANGUY, P. BORNE

Realization Algorithm for Time-varying Systems
I. BENCSIK, Z. FEHER, G. MICHALETZKY, L. BENCSIK

State and Parameter Identification of Nonlinear Systems via Block-pulse
Functions
J. KALAT, P.N. PARASKEVOPOULOS

Walsh Function Based Simulation of Nonlinear Parabolic Distributed
Systems through Quasilinearization
J. KALAT, S. TZAFESTAS

Structured Model of Real-time Systems
S. SZEJKO

Simulation Investigations of Dynamical Systems Using Experimental Design
Theory
R. MUSZYNSKI

Computer Simulation Oriented Models of Concurrently Flowing Processes
Z. BANASZAK

On Modelling and Simulation of Discrete Event Dynamic Systems
J. VOROS

S.C.S.—A*

15

23

29

35

43

51

61

67

73

77

81

87

93

99



X Contents

(b) CASE STUDIES

Simulation of the Control of a River Power Plant on SIMSTAR and with
ACSL - A Comparative Study
F. BREITENECKER, W. KLEINERT

Simulation, Model-reduction by Simulation and Controller Design for a
Hydro-power Plant
K.H. FASOL, M. POHL

Simulation of a Cold Roll-mill
F. SORIN, R. MEZENCEV

Digital Simulation of Closed-looped Control System in Air Conditioning
Plants
W. WIENING, U. HOFFMANN, H. RAKE

Dynamic Simulation of a Multiple—effect Evaporation Station
C. PRADA, E. VILLAR, V. ALEIXANDRE

A Simulation Study of Noise Induced Roll in Bank-to—-turn CLOS Guidance
R.J. FLEMING, G.W. IRWIN

The Effects of Flexible Masts on Stabilised Surveillance
A. DENKER

Implementation of a Computer Controlled Instrumentation Set for
Electromechanical System Modelling
L. FORTUNA, A. CALLO, G. NUNNARI, C. GUIGLIELMINO

2. SYSTEMS ANALYSIS AND CONTROLLER DESIGN
(a) THEORETIC ASPECTS

A Simulation Study of Unstable Limit Cycles
M.D. WADEY, D.P. ATHERTON

Inverse Simulation for Nonlinear Systems Analysis
D. KRAFT

Interactive Design of Time Series Controllers Under Consideration
of Measurement Noise
M. KACINOGLU, R. NOISSER

Statistical Properties of the Quantization Noise
P. BOLON

Simulation and Modelling of Non-linear Sampled-data and Discrete
Control Systems
C.P. LEWIS, M.I. MATHEW, A.M. ZIKIC

Internal Model Control with State Affine Representation Methodology
and Application Software
J. DUFOUR, J. LOTTIN, F. LEONARD

Optimal Control of Large Scale Systems Using Overlapping Decomposition,
Reciprocal Transformation and Singular Perturbations Method
G. DAUPHIN-TANGUY, P. BORNE

A Disturbance Decoupling Control Law with Output Dynamic Matching for
Nonlinear Systems. Application to a Binary Distillation Column
R. CASTRO, J. ALVAREZ, G. BORNARD

Computer Aided Decentralized Control System Design
D. PETKOVSKI, N. GLUHAJIC

Microcomputer Simulation of Robust Model Reference Adaptive Control Systems
I.I. TOMOV, K.I. KOLEV

Quality Investigation of an Adaptive Smith Predictor
M. HABERMAYER

Simulation of the Newly Designed Adaptive Controller
J. WANG, Z. DENG

Design and Simulation of Model Reference Adaptive Nonlinear Multivariable
Systems
A. KNAFEL

105

117

123

129

133

139

145

149

155

161

173

179

185

193

199

205

211

223



Contents

A Systematic Approach to Control System Design Using a Reverse Frame
Alignment Design Technique
G.K.H. PANG, A.G.J. MACFARLANE

Finite-dimensional Compensators for Distributed Parameter Systems Using
TDP-Package
T. MAKELA, S. POHJOLAINEN

Computer Aided Design of the Distributed Parameter Control Systems
J. KORBICZ, M.Z. ZGUROVSKY

Control of Transient Responses Using Shape Descriptors
M. BERTRAND

Evaluation of Performances of Process Control Systems and the Choice of
User-oriented Process Control System, Based on the Concept of Quasi-
satisficing Decision Making

L. VLACIC, B. MATIC

(b) CASE STUDIES

Design and Test of Adaptive State Feedback Controls for Hydraulic Servo
Drives by Digital Simulation
R. KORTE, H. RAKE

Application of Receding Horizon Adaptive Control to an Underfloor Heating
System
A. MUNACK

Simulation and Control of HVAC Systems
0. ¢gGARD, H. BRUSTAD, V. NOVAKOVIC

Manoeuvring and Motion Control of a Hydrofoil
R. WHALLEY, P.C. GREGORY

Concept, Design and Simulation of a Turbofan Control System
H. SOLTER

A Simulation Package Applied to Design and Hybrid Simulation of an
Optimized Turbo-compressor Control System
B. GEBHARDT, K.H. FASOL

Simulation of Positioning Accuracy of the Torch in Adaptive Robotic Welding

System
M. KVASNICA, S. PETRAS, I. KOCIS

Modelling, Identification, Design and Simulation of the Control of a Spray
Drier
R. HABER, J. HETTESSY, M. HILGER

Simulation and Testing of an Optimal Control Concept for an Industrial
Combustion Process
M. CREMER

Adaptive Prediction of Anode-effects in Aluminium Reduction Cells
M. VAJTA, L. TIKASZ

Closed Loop Simulation and Testing of the STC Direct Broadcast Satellite
Attitude and Orbit Control System
C.A. BENET, T.G. TRACY

Black-box Modelling in Control System Design - A Case Study
S. STRMCNIK, M. SEGA, J. PETROVCIC, P. TRAMTE

Numerical Methods of Determination of Optimum Control of Electric Traction
Vehicle
M. CWIKLINSKI

Optimal Energy Distribution Control at the Steel Works
K. FUKUDA, H. MAKINO, Y. SUZUKI, S. ISHIDA

Application of a Simulation Technique for Microprocessor Speed Control
Systems Testing
J. DESKUR, K. ZAWIRSKI, B. GLAJCHER

Simulation of Controlled GTO DC Choppers Supplying Active Loads
A.I. SAID, A.D. EL-KOSHAIRY

227

233

239

251

257

263

269

281

287

293

299

305

317

327

333

337

349

X1



xii Contents

3. PROGRAM PACKAGES FOR SIMULATION AND CONTROLLER DESIGN

(a) SIMULATION SOFTWARE

Simulation Studies Using the Program DASP 355
F. GAUSCH
LINSY - A Program for the Analysis and the Design of Control Systems 361
A. HOFER
CAEBEL - A Computer-—aided Control Systems Synthesis and Analysis System 367

D.A. HULLENDER, C.C. BLACKWELL, K.L. LAWRENCE, A.L. BLACKWELL, J.K. NISBETT,
C.C. KU, T.L. WOOD

A Computer System for Design and Training on Advanced Control Techniques 373
P. VEGA, C. PRADA, F. PRADA

A Simulation and Analysis Program for the Education in Automatic Control 379
K. DIEKMANN, R. DREIBHOLZ

Simulation of Multivariable Control Systems with SIMCOS 385
E. HASENJKGER, A. NIEDERHAUSEN

Design and Application of the Portable Simulator PSI 389
E. HASENJAGER, R. HERMANN, M. KOHNE

An Approach to the Simulation of Large-scale Interconnected MIMO Control 395
Systems

G.M. DIMIROVSKI, M.M. CAREVSKI, D.J. MAMUCEVSKI

Installation of an Automatic Programmed Control Software Package on an 401
Automation with Programming Console on a Series III MDS
J.M. BARBEZ, J.M. CHARTRES, D. CORBEEL, J.C. GENTINA, J. MAYET

A New Simulation Package CSMP-C and its Application to Control System 407
Simulation and Design
J. MA, X. JIANG

(b) MISCELLANY

The MICOSS Package for Simulation of Computer-controlled Systems and its 411
Integration in a CACSD Workstation
C. BONIVENTO, C. MELCHIORRI, A. TONIELLI

Automatic Knowledge Based Decision Feedback Control of Simulation 417
Experiments ..
A. JAVOR, M. BENKO

A Simulation Program for Higher—order Nonlinear PLLS 423
J. KOVATS
A Decision Support System for the Operation of Electrical Systems 427

P. DIERSTEIN

Continuous System Simulation Program Implemented on a Personal Computer 433
T. MATSUZAKA

Simulation of Energy Systems' Operation 439
P.G. HARHAMMER

Decision Support Systems for Environmental Systems 443
A. SYDOW, R. STRAUBEL, K. BELLMANN

The Modelling of PMS Simulation 449
Z.C. QI
Author Index 455

Subject Index 457



Copyright © IFAC Simulation of
Control Systems, Vienna, Austria, 1986

INVITED PAPERS

BUILDING MODELS FOR A SPECIFIED
PURPOSE USING SYSTEM IDENTIFICATION

L. Ljung

Division of Automatic Control, Department of Electrical Engineering, Linkoping
University, S-581 83 Linkiping, Sweden
At present with Laboratory for Information and Decision Systems, MIT, Cambridge,
MA 02139, USA

Abstract. Models and model quality are prime concerns for most design issues in control
and systems analysis. The success of a simulation study hinges upon the reliability of
the model used. In this contribution we discuss how to build mathematical models that
given certain constraints, are of optimum quality for a prespecified (simulation) app-
lication. We then take into account the influence of both bias errors and random errors
on the model. It turns out that for a fairly broad class of identification methods in
the prediction error family, the optimal choices of design variables can be given in an

explicit form.

1 INTRODUCTION

Building mathematical models of dynamical system
involves many possibilities and choices of design
variables. The particular route taken may have a
substantial influence on the quality of the re-
sulting model, and it is of course desirable to
make the choices so that a model of "optimal qua-
lity" is achieved, given the constraints. A comp-
lication here is that there will typically be no
"uniformly good"” designs, so the model quality
concept must be tied to the intended application.

A completely general treatment of this problem is
no doubt difficult. In this contribution we shall
formulate and solve a subproblem, where the first
of possibilities have been constrained as follows:

o Only linear models will be considered.

o The true system will be assumed to be linear
(but may be much more complex than the
models considered)

o The model construction will be by system
identification in a class of prediction
error methods (to be precisely defined in
Section 4)

o The intended model application will be simu-
lation with input signals of given frequency
characteristics (spectra).

The analysis is based on general asymptotic re-
sults given in Ljung (1985ab) and Wahlberg and
Ljung (1986). Related discussions are given in
Yuan and Ljung (1985), Gevers and Ljung (1986) and
Ljung (1986). For comprehensive treatment, see
Ljung (1987). For general discussions on Systems
Identification, see also Goodwin and Payne (1977),
Eykhoff (1974, 1981) and Astrém and Eykhoff
(1971).

2 PROBLEM SETUP

In this contribution we shall assume that there is
true linear systems S, that generates the observed
data. If y(t) and u(t) denote the output and the
input, respectively at time instant t we thus
assume that

y(t)=Gp(q)u(t)+vy(t) (1)

Here Go(q) is the transfer operator

cotu®={ § zo0a ™ ucw=§ gotoucc- @

in the shift operator q[qu(t)=u(t+l); q—lu(t)=
=u(t-1)].

We thus describe the system in discrete time and,
for simplicity, the sampling interval is taken to
be the time unit. In (1), vo(t) is an additive

disturbance, which is supposed to be a stationary
stochastic process with spectrum

@ (w)=hg [H (1) |2 3

This means that {vo(t)} can be regarded as gene-
rated by

vo(£)=Hy(q)eq(t) (4
where {eo(t)} is white noise with variance A.

For the system (1) we may generate an input
{u(t)}, such that

N

1
lim L u(t)u(t—t)=R (1)
Mo N o) u
exist for all t, and the spectrum is

e -itw
Qu(m)—tf_mRu(r)r . (5)
We allow the possibility of output feedback, in
which case the cross-spectrum @ue(w) is non-zero.
Thus collecting the data set

N_

z={u(1),y(1), ..., u(®), (M)} (6)
we may proceed to estimate the transfer functions
Go and H0 in (1), (4). Let the result be denoted
by
ey(@) (=6q,2M)
- ~ = @)
Hy(Q) (=H(q,ZM))

We shall discuss procedures for this in Section
4.



2 L. Ljung

3 MEASURES OF MODEL QUALITY

The true system and the model.

Suppose that the true system is subject to (1)-
(4), i.e. that

y(£)=Gy(q)u(t)+iy(q)ey(t) (8)
where {eo(t)} is white noise with variance Ao
For simpler notation, we shall also use
To(@)=[Gy(a) Hy(q)] )
Suppose that we have decided upon all the design

variables D, associate with the model construc—
tion and as a result obtained the model

(q,2)=[ 6(q, D)(q,D)] 10)

© will contain, among other things N, the number
of collected data.

A scalar design criterion

It is of course desirable that the model T(q, D)
is close to To(q). The difference

T(el®, D) & T(el?, Dy-1y(e ) an

should, in other words, be small. Let us develope
a formal measure of the size of F. Depending on
the intended use of the model a good fit in some
frequency ranges may be more important than in
others. To capture this fact, we introduce a fre-
quency weighted scalar criterion

31(1¢, D)= | 1, DycwtTe™, Dyaw  (12)
-

where the 2x2 matrix function
11w Craw)

Clw) = 13)
Cyq1(w) Copw)

describes the relative importance of a good fit at
different frequencies as well as the relative
importance of the fit in G and H, respectively. We
shall generally assume that C(w) is Hermitian,
i.e. that

€21 (@)=C1@) [=Cyy(-w)]

(the last equality follows when the dependence on
w is via eﬂ”.) We shall shortly give an example of
how such weighting functions can be determined.

Now, the scalar J)(f(+,)) is a random variable
due to the randomness in T. To obtain a realiza-
tion independent quality measure, it is natural to
take the expectation of J and form the criterion

(D) E el D)cw)tT(e ™, Draw =

A da

tr[(w, D)C(w)]dw (14)

where the 2x2 matrix II is given by
I, D) = E Te™, Dyte™,2) (15)

The problem of choosing design variables can now
be stated as

@ég H:2) (16q

where A denotes the constraints associated with
our desire to do at most "a reasonable amount of
work”. These will typically include a maximum
number of samples, signal power constraints, not
too complex numerical procedures etc. The const-
raints A could also include that certain design
variables simply are not available to the user in
the particular application in question.

Model application: Simulation

Suppose that the transfer function G is used to
simulate the input-output part of the system with
input u*(t). The model G(q, @) then produces the
output

Yg(t) = ’(;(q » O)u*(t)

while the true system would give the correct out-
put

¥o(t) = Gy(q)u*(t).

The error signal

Yp(t) = y5(t) = yo(t) = [E<q,®>—co(q>]u*(:>
has the spectrum

¢.};(w,@)=|a(ei“’, Dr-Goe )] Zxw) an
where ®*(w) is the spectrum of {u*(t)}. Tis,

again,nis a random function, and its expectation
w.r.t G

w?,(w,;a)ﬂlc(ei“’,3)—co<e““>l2<1>3<m) (18)
is a measure of the average performance degrada-

tion due to errors in the model G. Note that, with
(15) and

Qﬁ(w) 0
C(w) = 19)
0 0

we can rewrite (18) as

¥ (0, D) = tr I(w, D)C(w) (20)
¥

Finally, the average variance E§2(t) (averaged
over u*(t) as well as over G) will be

B2 (6)=3( D)=yt _z ¥¥(0, D)dw (21)
which is a special case of (14).

Since our focus in this contribution is on the

simulation application (19) we shall confine our

interest to the following special case of (13):

- Cll(w) 0

C(w) = 2.2
5 5 (22)

See Ljung (1986) for more general treatment.

4 PREDICTION ERROR IDENTIFICATION METHODS
The model set
The perhaps most common approach in modern identi-

fication is to postulate that the transfer func-
tion is to be sought within a certain set:

9 = {c(e™,0)0en,} (23)
Here Dy typically is a subset of r4. In order to

improve the result, it is customary to also in-
clude assumptions about the disturbance spect rum
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@v(w) (see (1)-(4)). It is assumed to belong to a
set

2, (W) = A[H(el® 0)|%; nel,0) € (24)
# = {H(el® 0)]0en,} .

This means that the system is assumed to be
described as

y(t) = G(q,09)u(t) + H(q,0)e(t) (25)

for some O€Dy. Here {e(t)} is a sequence of inde-
pendent random variables with zero mean values and
variances A, and G and H are functions of the
shift operator q;

6(a,0) = 1 g @)N" (26a)

H(q,0) = 1 + 1:2:1 hy (©)q 7k, (26b)

There are several ways by which the transfer func-
tions in (15) can be parametrized. Common ones
include state-space models, ARMAX models, output-
error models, etc.

The estimation method

Given the model (25) and input-output data up to
time t-1, we can determine the prediction output
at time t as

y(t]0)=(1-871(q,0)) y(£)+1™ 1 (q,0)6(q,0)ult)  (27)

At time t, when y(t) has been recorded we can
compute the prediction error that the model (25)
led to:

£ (t,0)=y(t)-y(t]0)=H 1(a,0)(7(£)-6(q,0u(t)) (28)

We may say that the model (25) is "good"” if the
sequence £(t,0),t=1,2,...,N is "small". In a very
common class of identification methods, the
squared sum of prediction errors is minimized to
find the "best” model:

~

1 2
Oy = arg min €°(t,0) (29)
N % N :21

With ON determined in this way, the transfer func-
tion estimate becomes
ey(el®) = 6(e™ o) (30)
Among methods that can be expressed as (29) we
find the "maximum likelihood method” (assuming
Gaussian disturbances), the "least squares method”
and others. See Ljung (1987) and Astrém (1980) for
further discussions.

Some extensions

It may often be worthwhile to consider a modified
criterion (29) where the prediction errors € (t,0)
(or, equivalently the input-output sequences)
first are filtered through a filter L(q):

ep(t,0) = L(q)e(t,0) 31
This is, however, equivalent to replacing the
noise model H(q,®) by H(q,0)/L(q). See (28) and,
for a further discussion, Wahlberg and Ljung
(1986) . Prefiltering the data thus corresponds to
selecting another noise model set.

Also the use of k-step ahead predictors in (27)
might be useful. As elaborated on in Wahlberg and
Ljung (1986), k-step ahead prediction methods are
equivalent to replacing H(q,0) by

H(q,0)My " (q,0) (32)

where M, (q,0) are the first k terms in the Laurent
expansion of H(q,0). The use of k-step ahead pre-
dictors is thus equivalent to prefiltering (L(q) =
Mk(q,e)) or to selecting another noise model set.

Design variables

Let us list the available design variables:

spectrum of the extra input u

. Qu(m):
in (5)

(33a)

cross spectrum between u and e
(resulting from output fedback

2 ,e(w)
(33b)

. ;V={n(q,e)|eenu}: set of noise models.
This includes, as we noted,
the possibility of prefilter-
ing with L in (31) and the
use of k-step ahead predict-
ors (see (32)).

. In this study we shall confine
ourselves to fixed noise models,
i.e. the set is a singelton:

X = {Mu(@)}

The coice of My is however
included among the design variables.

(33c)

These three items will henceforth be denoted
collectively by the symbol 2.

Other design variables, such as N, the number of
collected data, and , the set of transfer func-
tion models (including the model order n) will be
regarded as fixed in this study.

5 ASYMPTOTIC PROPERTIES OF THE ESTIMATED
TRANSFER FUNCTIONS

Convergence

Under weak conditions it can be shown that

~

Oy > 0% = arg min V(0) w.p.l as Mo 34

N (§€DM ) w.p (34)

where

- y N2

V() = lim § I Ee“(t,0) (35)
Mo N ot=1

See, e.g. Ljung (1978).

Applying Parseval's relationship to (35) gives,
after some calculations (see Ljung (1987)), using
also (33c).

O*=arg min T tr] R(w,0)* Qw) ] dw (36)
¢] -

with

R(w,0)FHT (e 71 ,0)T(e ™ 0) 37

Q,0) =8, @)/ [By(e™)]? (38)

Note that for open loop operation (@ue(w)EO),

T(q.0)=[6(q,0)H4(q)]-T((a) (39)
and
]
3 (w) = m$m) “e@) 40)
@ue(w) KO
this expression specializes to
d (w)
* iw 2 u

0= i T ,0) | % —— o dw 41

arg m ‘LI [Be™,0| ERACIE (41)
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Variance

Let

T*(q) = T(q,0%) (42)
with 0% defined as above.

Under fairly general conditions it can then be
shown that

/T [;N(ei“’)-r*(ei‘”)] €asN (0,P,(w)) (43)

Here (43) means that the random variable on the
left converges in distribution to the normal dist-
ribution with zero mean and covariance matrix
Pn(w). Here the index n denotes the order of the
model used in T(q,0).

Results, such as (43) go back to the agymptotic
normalities of the parameter estimate Oy» estab-
lished, e.g. in Ljung and Caines (1979). The
expression for Pn(w) is in general complicated.
For models that are parametrized as "black boxes”
we have, however the following general result,
Ljung (1985b).

Lin 1 Py )2, @] (44)

with @v and ¢x defined by (3) and (40), respecti-
vely.

A pragmatic interpretation

Even though the covariance of Ty need not converge
(convergence in distribution does not imply
convergence in L,), we shall allow ourselves to
use the result (23) - (44) in the following more
suggestive version:

Cov Ty(e™) ~ § @ ()2, ()] (45)
We shall also allow the approximation
E Ty(el®)~1#(e1¥) (46)
(See Ljung (1987) for justificatioms.)

With (45) and (46) the expression (15) can be
rewritten

M(w, D)=E T (e™ ¥, D)% (e D)= R(w,0%( D))+
1Cov Ty(el®, D) 47)

where the bias contribution R was defined in (37).
We have here appended the argument D(0%*=0%(,D),
®N=®N(§D)) to stress the dependence on the design
variables.

The criterion (14) can thus be split into a bias
and a variance contribution:

J(D)=Ig(D)+Ip(L) (48)

where

ID)= | tr Rw,0%(D)) @) “9)
-

3p(D)= ] exl cov Ty, £)- cwraw]=

= § J oy - erloe, Drcw)]a (50)

In the following two sections we shall discuss the
minimization of these two contributions to the
design criterion.

L. Ljung

6 MINIMIZING THE BIAS CONTRIBUTION

Consider now the problem of minimizing the bias
distribution, i.e.

51
Bin Jp(2) (51)

where J (®) is defined by (37), (49). The func-
tion JB?éb) depends on @ via 0*%( P). The depen-

dence on Dof the latter function, in turm, is
defined by (36), which we write as

G*(p@)=argemin T tr R(w,0)* Qw,s0 )] dw (52)
-n

R(w,0) is defined by (37) and Q by (38). We have

appended the argument Oto Q, to stress hat it is
made up from the design variables (33). See also

Ljung (1986) and Gevers and Ljung (1986).

Comparing (52) with the minimization problem (51),
(49) it is intuitively clear that the best choice
of D should be one that makes C(w) and Q(w,ﬁa)
proportional. That this is indeed the case is
proven in Yuan and Ljung (1985) and Ljung (1986b).
We thus have the following result.

Theorem 1. Consider the problem to minimize (51)
withirespect to D= {@ (w), Que(w), L(eﬂ”),

Hy (e w)} (see (33)) unger the assumptions (22).
Then éaopt is such that

opte,.\=
@ug (w)=0 (53a)

IL(eiw),2®°pt(w)
IHEBE(: 5 =a -+ Ciiw) (53b)

where a is any constant that makes éDo t belong to
the admissible set. P

o
Here are included the prefilter L in (31) as an
explicit option. Notice that there are several
ways of obtaining the optimal design. Any combina-
tions of input spectrum and noise model that obey
(53b) will give the optimal bias distribution.

Also recall that the choice of noise model Hy (q)
contains the option of prediction horizon k (see

(32)).

7 MINIMIZING THE VARIANCE CONTRIBUTION
The problem
Let us now turn to the problem
in J
&in p(2) (54)

where JP(QD) is given by (50). We shall generally
assume that the input power is constrained:

A: @ (w)dw <
j (@) < 55)
Spelling out (50) gives

12 = T ¥w,9)a

2
where
¥(o, 9y C L) T2R[C1 ()2 )] 4€5 @) () )
A2 @)= |2y @) |2
gl (56)

D= {Qu’q)ue (57)
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Here we dispensed with the scaling n/N, which is
immaterial.

For the case (22) we obtain the problem
Aocll(w)

min 0y (58)
wlye AOQu(w)_IQue(w)'

subject to the constraint that

T o, < c (59)
<X

From (58) and the fact that &
the constraint, it follows that

(w) does not enter

opt =
2.6 (w) = 0. (60)
It is thus optimal to use open loop experiments,
and the optimal input is easy to compute using
Schwarz's inequality:

Lemma 1 The solution to (58)-(59)

BPEW) = ¢ VC W)+ 2 W) 61)

where pu 1s a constant, adjusted so that

] 3P (w)dw = C (62)
<

8 MINIMIZING THE DESIGN CRITERIA

Let us now turn to the full design criterion (13)-
(16) in its pragmatic form (48)-(50). Our partial
results on bias- and variance-minimization then
show that it in certain cases is possible to
minimize the two contributions simultaneously.
Then of course the full criterion is also mini-
mized. For the case of Theorem 1 we thus have the
following result.

Theorem 2: Consider the problem to minimize (48) -
(50) with respect to

= {2,(0), Bue@), L(e!®), Hi(e™)}

under the assumptions (33)-(22), and subject to

the constraint (59). Then opt is given by
@ue(m) =0
2,W) = by/C @) + B @) (63)

L(eiw) ' 2= /Cll(m)
' Hy (e 10y R ()

Here By is a constant, adjusted so that the left
hand side has a Laurent expression that starts
with a "1", and Ho is a constant ad justed so that

the input power constraint is met.
o

Note that the freedom in the choice of noise model
and prefilter is imaginary, since they always
appear in the combination L(q)/H*(q) in the crite-
rion.

The case where our prime interest is in the trans-
fer function G is probably the most common one,
and therefore the optimal design variables offered
by Theorem 2 should be of interest. The only draw-
back with this solution may be that the choice of
constant noise model may lead to more calculations
in the numerical minimization of the prediction
error criterion.

9 CONCLUSIONS

In this contribution we have focused our interest
on the design variables that are available for the

estimation of transfer functions.

We have studied the family of prediction error
identification methods for the parameter estima-
tion, and made use of some recently derived asymp—
totic expressions for bias and variance of the
transfer function estimate. Under certain assump-
tions some fairly explicit advice for the choice
of input spectra, feedback mechanisms, prefilters
and noise models have been derived.
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