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The intrinsic complexity of the systems analysed in scientific research together
with the significant increase of available data require the availability of suitable
methodologies for multivariate statistics analysis and motivate the endless devel-
opment of new methods. Moreover, the increase of problem complexity leads to
the decision processes becoming more complex, requiring the support of new
tools able to set priorities and define rank order of the available options. Ordering
is one of the possible ways to analyse data and to get an overview over the
elements of a system. The different kinds of order ranking methods available can
be roughly classified as total (called even-scoring) and partial order ranking
methods, according to the specific order they provide. These methods are the
ones needed to support and solve decision problems, setting priorities. Besides
sophisticated multivariate statistics, used mostly in pre-processing and model-
ling data, priority setting makes use of quite simple methodologies. Total and
partial ordering methods are described in several mathematical books, requiring
different degrees of mathematical skills.

Our intention in writing this book has been to provide a comprehensive and
widely accessible overview of the basic mathematical aspects of the total and
partial ordering methods by a didactical approach and to explain their use by
examples of relevant applications in different scientific fields.

In fact, in recent years, ranking methods have been applied in several different
fields such as decision support, toxicology, chemical prioritization, environmen-
tal hazard, proteomics and genomics, analytical chemistry, food chemistry and
quantitative structure—activity relationship (QSAR). Moreover, new researches
based on ranking methods are under investigation providing new perspectives
for DNA sequence comparisons and for analytical data pattern recognition.

Being usually based on simple algorithms, ranking methods (both total and
partial rankings) can be easily understood and successfully applied, resulting in a
new appealing multivariate computation tool.

The integration of the theory and application of ranking methods has been of
central concern to us in writing this book, based on the idea that the constant
development of the ranking field strongly depends on this synergy.

Thus, the first chapter provides an extensive overview of the basic theory of
ranking methods in statistics; it gives clear definition of order relations and it
covers different aspects of the “order” concept in statistics, including random
variable, order statistics, non-parametric methods and rank-based methods. The
direct link between order and graphs and the one between order and optimiza-
tion problems is also presented. The following two chapters are intended to
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illustrate the fundamental basis of the mostly known total and partial ordering
methods.

A number of different and up-to-date interest applications of order ranking
methods are described in the following chapters. Examples on the use of the
Hasse diagrams partial ranking method for the evaluation of chemicals and of
databases are provided in more detail together with its use for prioritizing
polluted sites. A new similarity /diversity measure is also described as a new
approach for the analysis of sequential data, where useful information is
obtained by the ordering relationships between the sequence elements. The
advantageous interplay between partial order ranking and QSAR is illustrated
by selected examples from recent studies, including risk assessment, selecting
safer alternatives and as a tool in the process of suggesting new substances with
specific characteristics.

Furthermore, a case study on the application of total order ranking methods to
river functionality assessment is illustrated with the purpose to generate infor-
mation and to provide further understanding as a basis for of river restoration
strategies.

Finally, a software tool called DART (Decision Analysis by Ranking Techni-
ques) that implements most of the different ranking methods described above is
presented.

We believe that the book can be of value to various researchers in several
scientific fields such as

Research centres and universities
Governmental organizations
Pharmaceutical companies

Health control organizations
Environmental control organizations

We hope this book will expand the knowledge and application of order ranking
methods.

Manuela Pavan and Roberto Todeschini
April 2008
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1. DEFINITION OF ORDER RELATIONS

From the mathematical point of view, an ordering (order relation) Rin a set E is a
binary relation among the elements in E that verifies:

(1) u R u, for each u in E (reflexive);
(ii) if u R v and v R u, then u =v (antisymmetric);
(iii) if u R v and v R w, then u R w (transitive).

A total ordering (or linear ordering or simple ordering) is, in addition, connected
(complete), that is, every two members of the set are comparable (either # R v or
v R u, for all u, v in E), and thus enables every member to be ordered relative to
every other, and that generates a unique “linear” chain.

If this is not so, R is called a partial ordering (that is, it is transitive and antisym-
metric but not necessarily connected) and thus generates possibly different chains
of comparable elements; members of distinct chains may be incomparable.

Typical examples are the relation “less than or equal to” in the real numbers
which is a total order whereas the set inclusion is a partial order. Hence, the real

Data handling in Science and Technology, Vol. 27 © 2008 Elsevier B.V.
ISSN 0922-3487, DOI: 10.1016/S0922-3487(08)00001-4 All rights reserved.



2 L.A. Sarabia et al.

numbers form a unique chain of comparable elements (which is usually repre-
sented by the real line), whereas, for instance, the set of even natural numbers
and the set of odd natural numbers are two incomparable sets; neither the set of
odd numbers is included in the set of even numbers nor vice versa, so that they
will be in different chains of comparable elements.

Let us consider an order and denote it as <, for simplicity. There are some
special elements within such an order. One of the most important is the least
element of a (sub)set S, which is an element u such that u < v, for all elements v € S.
A value that is less than or equal to all elements of a set of given values is called a
lower bound. The infimum or greatest lower bound is the unique largest member
of the set of lower bounds for some given set, and it is equal to its minimum if the
given set has a least element.

Analogously, the greatest element of a subset S of a partially ordered set (poset)
is an element of S, which is greater than or equal to any other element of S, that is,
u, such that v <u, for all elements v of S; an upper bound is a value greater than
or equal to all of a set of given values. The unique smallest member of the set of
upper bounds for a given set is the supremum or least upper bound, and it is
equal to its maximum if the given set has a greatest member.

In that respect, note the difference between minimum (resp. maximum) and
minimal (resp. maximal) element. An element in an ordered set is minimal (resp.
maximal) when there is no element smaller (resp. greater) than it, that is, it is the
least (resp. greatest) element of a chain. If we do not need to specify, we use the
generic term optimal.

Least and greatest elements may fail to exist but, if they exist, least and
greatest elements are always unique. However, there can be many optimal
elements in a set and some elements may be both maximal and minimal; thus a
minimal (resp. maximal) element may not be the unique least (resp. greatest)
element unless the order relation is a total order. Under total order relations, both
terms coincide.

In that sense, an order in which every non-empty subset has at least one
minimal element is an inductive order, whereas an ordering is a well ordering if
every non-empty subset has a least member under the ordering, i.e. a unique
minimal member that has the given relation to all members of the subset. A well
order is an inductive order but not necessarily an inductive order is a well order.

There are some more properties that characterize different kinds of orders,
see, for instance (Frank and Todeschini, 1994), and there are also some variations
in the use of the terms. We have restricted ourselves to the most standard uses
and define only the terms that we will use later on.

The fact is that it is not always possible to define a total order in a given set,
and this fact affects in many scopes, because rankings (orderings) are used to
compare nearly all variables that can be quantified in the interest of demonstrat-
ing differences. In general, many approaches have been made to jointly consider
the information contained in the quantified variables and summarize it into one
unique real number, giving rise to the so-called ranking methods. These can be a
weighting of the characteristics, scaling and computing some statistics on them,
etc. In (Allen and Sharpe, 2005) a case study is used to demonstrate the challenges
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of creating a valid ranking structure, and references to different ranking methods
are given.

2. ORDER IN STATISTICS

The statistical analysis based on the distribution of the ranks (order of the
experimental values) has had an increasing development, passing from being
a subject treated in the last chapter of books on applied statistics to being object
of monographs. In 1956, Siegel published the first book (Siegel, 1956) dedicated
to methods not based on normality, one of the most referenced books in
statistics. From 1970, it is estimated that annually at least a book on non-
parametric methods is published in which the methods based on ranks are a
central subject. Some of these books are of interest for the users of the non-
parametric statistics and have served as inspiration to write up this paragraph.
Among the “classic ones”, advisable books are the aforementioned by Siegel
and the one by Kendall (1975), whose first edition is of 1948. Of practical
character, usable by researchers with a basic formation in statistics, are the
books by Sprent (1989) and by Conover (1999). The books by Lehmann (1975)
and the one by Hettmansperger (1984) are centred exclusively in the methods
based on ranks. A recent text that includes the last investigations in the subject
but with an advanced level is the one by Govindarajulu (2007).

2.1 Random variables

Outcomes associated with an experiment may be numerical in nature, such as
quantity in an analytical sample. The types of measurements are usually called
measurement scales and are, from the weakest to the strongest, nominal, ordinal,
interval and ratio scale.

The nominal scale of measurement uses numbers merely as a means of separ-
ating the properties or elements into different classes or categories, for example,
the sites of a study about contamination.

The ordinal scale refers to measurements where only the comparisons
“greater”, “less” or “equal” are relevant, for example, the level of contamination:
contamination in A is higher than in B, and contamination in B is higher than in C.
If some of the values are equal to each other, we say ties exist.

The interval scale considers not only the relative order of the values but also the
size of the interval between measurements as pertinent information. The interval
scale involves the concept of a unit distance, and the distance between any two
measurements may be expressed as a number of units, for example, the tempera-
ture. The actual value is merely a comparison with a reference value (the zero in
scale) measured in units. A change in scale or location or both does not alter the
principle of interval measurements.

The ratio scale is used when not only the order and interval size are important
but also the ratio between two measurements has significance. It has sense to say
that a measurement is twice or three times greater than another one. The ratio
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scale is appropriate for measurements such as yields, quantities, weights and so
on. The only distinction between the ratio scale and the interval scale is that the
ratio scale has a natural measurement that is called zero, while the zero is
arbitrarily defined in the interval scale.

Most of the usual parametric statistical methods require an interval (or stronger)
scale of measurement. Most non-parametric methods assume either the nominal or
the ordinal scale to be appropriate. Of course, each scale has all of the properties of
the weaker measurement scales, therefore statistical methods requiring only a
weaker scale may be used with the stronger scales also.

A random variable is a function that assigns real numbers to the outcomes of an
experiment or observation. We will usually denote random variables by capital
letters, X, Y, T, with or without subscripts. The real numbers attained by the
random variables will be denoted by lowercase letters. For example, if we have a
sample of wastewater and we apply an analytical procedure to determine the
content of triazines, the result is a random variable. If the procedure is applied to
n aliquot samples, we obtain n outcomes, xi, x»,..., x,, that are not equal. The
variability of the results caused by the analytical procedure is a characteristic of it
and is modelled by means of a random variable.

A random variable is completely specified by its cumulative distribution function
(cdf) Fx(x), that is, the probability of the random variable being less than or equal
to x for any value x. Symbolically, this is written as Fx(x) = pr{X < x} for any real
value x. In most of the applications, it is assumed that Fx(x) is differentiable, which
implies, among other things, that none of the possible outcomes has positive
probability, that is, the probability of obtaining exactly a specific value is zero.

In the case of a differentiable distribution function, the derivative of Fx(x) is
the probability density function (pdf) fx(x). Any function f(x) such that: (i) it is
positive, f(x) >0 and (ii) the area under the function is one, [, f(x)dx =1, is the
probability density function of a random variable.

The probability of the random variable X being in interval [a, b] is the area
under the pdf over the interval [, b], that is

b
priX € [a,b]} = [ f(x)dx (1)
and the mean and the variance of X are written as

E(X) = /R xf (x)dx (2)

V(X) = /1;(" — E(X))*f (x)dx 3)

These expressions are adapted in the obvious way for discrete random variables,
that is, a random variable X that takes discrete values, x;, i € I. The set I can be
a finite set, for example, I={0, 1, 2, 3}, or an infinite one (a numerable set),
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[=N=(1,2,3,...}, but always totally ordered. In both cases, we speak about the
probability function instead of the probability density function. The probability
function is greater than zero only for the values that the random variable takes,
i.e. fx(x;) =pi=pr{X =x;} >0 while fx(x) =0 if x #x; Vx;. Also, £;p;=1 must hold.
The probability of a discrete variable X being in interval [a, b] is thus the sum of
the probabilities associated with the values x; in [g, b], that is

pr{X € [a,b]} =) _ pi for x; € [a,b] (4)

and the mean and the variance of X are
E(X)="% = (5)

V(X) =Y (xi — E(X))’pi (6)

Example 1

Consider the finite (discrete) random variable X that takes the values x; with
probabilities p; written in Table 1. Its cumulative probability function is right
continuous in x; and constant in the intervals [x;, x;,1)

0, ifx <1

020, ifl<x<2

035, if2<x<4

0.60, if4<x<5

070, if5<x<6

1.00. if6 <x (7)

This function is drawn in Figure 1A where the “jumps” corresponding to
the values x; have been joined with vertical lines. A simple calculation applying
Egs (5) and (6) to the data in Table 1 gives E(X) =3.8, V(X) =3.66 and, thus, the
standard deviation isv/3.66 = 1.91.

Figure 1B shows the cdf of a normal distribution (continuous distribution)
with the same mean and standard deviation as X, that is, a N(3.8, 1.9). Its cdf is
given by

P 1 /u—p\2 B B
F(x) —/erXp<A§( p ) )du. where p=38and o =19 (8)

When several random variables are defined jointly or when several experiments
are considered as a combined experiment, each with its own one or more random
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Figure 1 (A) Cumulative probability function of the discrete random variable of Table 1 (Eq. (7)).
(B) Cumulative distribution function of a normal distribution with the same mean, 3.8, and
standard deviation, 1.91.

Table 1 Values x; of a discrete random variable and
probabilities p; = pr{X = x;}

x 1 2 4 5 6
pp 020 015 025 010 030

variables, it becomes useful to consider joint distributions, described by joint
probability functions (discrete case), which are defined as follows:

f(X1,X2....,X”):pI‘(X1 :.’C].XZZ.’Q ..... X,,:X,,) (9)

The joint distribution function F(xy, x,,. .., x,,) of the continuous random variables
Xi,. .., X, is defined by means of the following equation:

F(x1,%2, ..., Xq) =pr(Xh <21, X5 < x3,..., X < %) (10)
The random variables Xj,. .., X,, are independent if
flxo, . x) =fi, (x1) X Xfy, (X)) = pr(Xy = x1) x---xpr(X, =x,) (11)

or, for continuous random variables

F(x1.x2.....x,,):pr(X1g.\'].ng.\'z ..... Xy L %)
=pr{X; <x1} x pr{Xs < xp} x---xpr{X, < x,}

= Fx,(x1) X Fx,(x2) x---xFx, (x,) (12)



