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Preface

The sequencing of the genomes of humans and other organisms is inspiring the
development of new statistical and bioinformatics tools that we hope can modify
the current understanding of human diseases and therapies. As our knowledge
about the human genome increases so does our belief that to fully grasp the
mechanisms of diseases we need to understand their genetic basis and the pro-
teomics behind them and to integrate the knowledge generated in the laboratory
in clinical settings. The new genetic and proteomic data has brought forth the
possibility of developing new targets and therapies based on these findings, of
implementing newly developed preventive measures, and also of discovering new
research approaches to old problems.

To fully enhance our understanding of disease processes, to develop more
and better therapies to combat and cure diseases, and to develop strategies to
prevent them, there is a need for synergy of the disciplines involved, medicine,
molecular biology, biochemistry and computer science, leading to more recent
fields such as bioinformatics and biomedical informatics.

The 6th International Symposium on Biological and Medical Data Analysis
aimed to become a place where researchers involved in these diverse but increas-
ingly complementary areas could meet to present and discuss their scientific
results.

The papers in this volume discuss issues from statistical models to archi-
tectures and applications to bioinformatics and biomedicine. They cover both
practical experience and novel research ideas and concepts.

We would like to express our gratitude to all the authors for their contri-
butions to preparing and revising the papers as well as the Technical Program
Committee who helped put together an excellent program for the conference.

November 2005 José Luis Oliveira
Victor Maojo

Fernando Martin-Sanchez

Antoénio Sousa Pereira
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Abstract. In this paper the application of novel three-level recognition
concept to processing of some structured documents (forms) in medical
information systems is presented. The recognition process is decomposed
into three levels: character recognition, word recognition and form con-
tents recognition. On the word and form contents level the probabilistic
lexicons are available. The decision on the word level is performed using
results of character classification based on a character image analysis
and probabilistic lexicon treated as a special kind of soft classifier. The
novel approach to combining these both classifiers is proposed, where
fusion procedure interleaves soft outcomes of both classifiers so as to
obtain the best recognition quality. Similar approach is applied on the
semantic level with combining soft outcomes of word classifier and prob-
abilistic form lexicon. Proposed algorithms were experimentally applied
in medical information system and results of automatic classification of
laboratory test order forms obtained on the real data are described.

1 Introduction

Automatic analysis of handwritten forms is useful in such applications where
direct information insertion into the computer system is not possible or inconve-
nient. Such situation appears frequently in hospital medical information systems,
where physicians or medical staff not always can enter the information directly at
the system terminal. Form scanning is considered to be especially useful in labo-
ratory support software, where paper forms are still frequently used as a medium
for laboratory test orders representation. Hence, in many commercially available
medical laboratory systems a scanning and recognition module is available.
Typical form being considered here has precisely defined structure. It consists
of separated data fields, which in turn consist of character fields. In our approach
we assume that the whole form contents describes an object from the finite set
of items and the ultimate aim of form recognition is selecting of relatively small

J.L. Oliveira et al. (Eds.): ISBMDA 2005, LNBI 3745, pp. 1-12, 2005.
© Springer-Verlag Berlin Heidelberg 2005



2 Jerzy Sas and Marek Kurzynski

subset of objects. Therefore, instead of using the classic pattern recognition
approach consisting in indicating a single class, we will apply “soft” recognizer
([3]) which fetches the vector of soft labels of classes, i.e. values of classifying
function.

In order to improve the overall form recognition quality, compound recogni-
tion methods are applied. Two most widely used categories of compound meth-
ods consist in combining classifiers based on different recognition algorithms and
different feature sets ([4]). Another approach divides the recognition process into
levels in such a way, that the results of classification on lower level are used as
features on the upper level ([2]). Two-level approach is typical in handwriting
recognition, in which the separate characters are recognized on the lower level
and next on the upper level the words are recognized, usually with the use of
lexicons.

In this paper, the method which uses both classifier combination and mul-
tilevel recognition is described. Probabilistic properties of lexicon and character
classifier are typically used to build Hidden Markov Model(HMM) of the lan-
guage ([11]). We propose another approach to the word recognition, in which
probabilistic lexicon is treated as a special kind of classifier based on a word
length, and next result of its activity is combined with soft outcomes of charac-
ter classifier based on recognition of character image. Soft outcomes of a word
classifier can be used next as data for semantic level classifier, which - similarly
as previously - combined with object lexicon - recognizes the object described
by the whole form.

The contents of the work are as follows. Section 2 introduces necessary back-
ground. In section 3 the classification methods on successive levels of object
recognition problem are presented and concept of fusion strategies of character-
based and lexicon-based classifiers are discussed. The proposed algorithms were
practically implemented in application for automatic processing of laboratory
test order forms in hospital information system. The system architecture and
some implementation details are described in section 4. Results of experiments
on proposed method efficiency are presented in section 5

2 Preliminaries

Let us consider a paper form F' designed to be filled by handwritten characters.
The form consists of data fields. Each data field contains a sequence of characters
of limited length coming from the alphabet A = {ci, c2, ...,c.}. We assume that
the actual length of filled part of data field can be faultlessly determined. The set
A can be different for each field. Typically we deal with fields that can contain
only digits, letters or both of them. For each data field there exists a probabilistic
lexicon L. Lexicon contains words that can appear in the data field and their
probabilities:

‘C={(Wlapl)a(W2)p2)a"-7(WN7pN)}v (1)

where W; is the word consisting of characters from A, p; is its probability and
N is the number of words in the lexicon.
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The completely filled form describes an object (e.g. a patient in medical
applications) and the data items written in the data fields are its attributes. The
form contents, after manual verification is entered to the database, which also
contains the information about the objects appearance probability. An example
can be a medical information system database, where the forms contain test
orders for patients registered in the database. The patients suffering from chronic
diseases are more frequently examined, so it is more probable that the form
being recognized concerns such a patient. Thus, this data base can be treated
as a kind of probabilistic lexicon containing objects recognized in the past and
the information about probability of its appearance, viz.

L:B = {(bl,ﬂ'l),(b2,7T2),---,(bM,7TM)}- (2)

Our aim is to recognize the object b € Lz on the base of scanned image of a
form F and both lexicons (1), (2). The recognition process can be divided into
three levels, naturally corresponding to the three-level form structure:

— character (alphabetical) level — where separate characters are recognized,

— word level — where the contents of data fields is recognized, based on the al-
phabetical level classification results, their probabilistic properties and prob-
abilistic lexicon (1),

— semantic level — where the relations between fields of the form being pro-
cessed and lexicon (2) are taken into account to further improve the recog-
nition performance.

In the next section the classification methods used on the successive levels of
recognition procedure are described in details.

3 Three-Level Form Recognition Method

3.1 Character Recognition on the Alphabetical Level

We assume that on character (alphabetical) level classifier W is given which
gets character image x as its input and assigns it to a class (character label) ¢
from A, i.e., ¥c(x) = c. Alternatively, we may define the classifier output to be
a L-dimensional vector with supports for the characters from A ([4]), i.e.

Ve (z) = [di(z), do(z), ..., dr. ()] 7. (3)

Without loss of generality we can restrict d;(x) within the interval [0, 1] and
additionally ), d;(z) = 1. Thus, d;(z) is the degree of support given by classifier
¥c to the hypothesis that image x represents character ¢; € A. If a crisp decision
is needed we can use the maximum membership rule for soft outputs (3), viz.

Uo(z) = arg (m?x di(z)). (4)

We have applied MLP-based classifier on this level. The vector of support
values in (3) is the normalized output of MLP obtained by clipping network
output values to [0, 1] range and by normalizing their sum to 1.0.
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Independently of nature of classifier ¥¢, support vector (3) is usually inter-
preted as an estimate of posterior probabilities of classes (characters) provided
that observation z is given ([4], [9], [10]), i.e. in next considerations we adopt:

di(z) = P(ci | z), ci€ A ()

3.2 Data Field Recognition on the Word Level

Let the length | W | of currently recognized word W € £ be equal to n. This
fact defines the probabilistic sublexicon £,

Lo = {(Wk,qk)pzy : Wi € L,| Wi |=n}, (6)
i.e. the subset of £ with modified probabilities of words:

gk = P(Wi/ | Wi |=n) = Z—W%— (7)

The sublexicon (6) can be also considered as a soft classifier ¥;, which maps
feature space {| Wi |: Wi € L} into the product [0,1]™», i.e. for each word
length n produces the vector of supports to words from £, namely

¥r(n) = [q1,42, - qn, T (8)

Let suppose next, that classifier ¥, applied n times on the character level,
on the base of character images X,, = (z1,z3, ..., Zr), has produced the sequence
of character supports (3) for the whole recognized word, which can be organized
into the following matrix of supports, or matrix of posterior probabilities (5):

dn(.’L’l) du(.’l;l) dlL(-Tl)
dzl(xz) dgz(.’EQ) ow s dgL(.’L'g)

Dn(Xn) = (9)

A1 (%) dna(@n) - . dnr ()

Now our purpose is to built soft classifier ¥y, (let us call it Combined Word
Algorithm - CWA) for word recognition as a fusion of activity of both lexicon-
based ¥, and character-based classifier Yo

w(¥c,¥1) = Uw(Dn, Ln) = [s1, 82, ..., 5N, |7, (10)

which will produce support vector for all words from sublexicon Ly

Let N = {1,2,...,n} be the set of numbers of character positions in a word
W € L, and T denotes a subset of N. In the proposed fusion method with
”interleaving” first the algorithm Wc applied for recognition of characters on
positions 7 on the base of set of images X% = {zr : k € I}, produces matrix of
supports D% and next - using these results of classification - the lexicon £,, (or
algorithm W) is applied for recognition of a whole word W.
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The main problem of proposed method consists in an appriopriate division
of N into sets Z and Z (complement of Z). Intuitively, subset Z should contain
these positions for which character recognition algorithm gives the most reliable
results. In other words division of A should lead to the best result of classification
accuracy of a whole word. Thus, subset Z can be determined as a solution of an
appropriate optimization problem.

Let WT = {c;, : k €Z, c;, € A} be any set of characters on positions Z.
Then we have following posterior probability:

PWT | XT) = ] dr s (@s)- (11)
keT

The formula (11) gives conditional probability of hypothesis that on positions
T of word to be recognized are characters W7 provided that set of character
images X7 has been observed.

Applying for remaining part of the word sublexicon £, we can calculate con-
ditional probability of the whole word W; € L,, which constitutes the support
(10) for word W; of soft classifier Yy :

s; = P(W; | X%) = POWT | XT) P(W; | W7). (12)

The first factor in (12) is given by (11) whereas the second one can be cal-
culated as follows:

P(W; | WF) = = : (13)
Zj:W]- containsWZ i

Since the support vector (12) of the rule ¥y strongly depends on the set 7
hence we can formulate the following optimization problem:

It is neccesary to find such a subset Z* of A and such a set of charcters wT
which maximize the maximum value of decision supports dependent on sets I
and WZ, namely

Ty) = - 1.
QW) mex Jgax. s;(Z,W7) (14)

The detailed description of suboptimal solution of the problem (14) which
was applied in further experimental investigations can be find in [8].

3.3 Complete Form Recognition on the Semantic Level

For recognition of the whole form (object) on the semantic level we propose
procedure called Combined Semantic Algorithm (CSA), which is fully analogous
to the approach applied on the word level, i.e. relation between word classifier
Uy and probabilistic lexicon (2) is exactly the same as relation between the
character recognizer Yo and word lexicon (1). In other words, the form lexicon
is treated as a special kind of classifier producing the vector of form supports
(probabilities)

7['—'——‘(7!'1,7!’2,...,7'('1\4), (15)

which next are combined with soft outcomes (10) of word classifier ¥y .



