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Preface

This book provides an overview of the important issues in information retrieval,
and how those issues affect the design and implementation of search engines. Not
every topic is covered at the same level of detail. We focus instead on what we
consider to be the most important alternatives to implementing search engine
components and the information retricval models underlying them. Web search
engines are obviously a major topic, and we base our coverage primarily on the
technology we all use on the Web,' but search engines are also used in many other
applications. That is the reason for the strong emphasis on the information re-
trieval theories and concepts that underlie all search engines.

The target audience for the book is primarily undergraduates in computer sci-
ence or computer engineering, but graduate students should also find this useful.
We also consider the book to be suitable for most students in information sci-
ence programs. Finally, practicing search engineers should benefit from the book,
whatever their background. There is mathematics in the book, but nothing too
esoteric. There are also code and programming exercises in the book, but nothing
beyond the capabilities of someone who has taken some basic computer science
and programming classes.

The exercises at the end of each chapter make extensive use of a Java™based
open source search engine called Galago. Galago was designed both for this book
and to incorporate lessons learned from experience with the Lemur and Indri
projects. In other words, this is a fully functional search engine that can be used
to suppotrt real applications. Many of the programming exercises require the use,
modification, and extension of Galago components.

1In keeping with common usage, most uses of the word “web” in this book are not cap-
italized, except when we refer to the World Wide Web as a separate entity.
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Contents

In the first chapter, we provide a high-level review of the field of information re-
trieval and its relationship to search engines. In the second chapter, we describe
the architecture of a search engine. This is done to introduce the entire range of
search engine components without getting stuck in the details of any particular
aspect. In Chapter 3, we focus on crawling, document feeds, and other techniques
for acquiring the information that will be searched. Chapter 4 describes the sta-
tistical nature of text and the techniques that are used to process it, recognize im-
portant features, and prepare it for indexing. Chapter 5 describes how to create
indexes for efficient search and how those indexes are used to process queries. In
Chapter 6, we describe the techniques that are used to process queries and trans-
form them into better representations of the user’s information need.

Ranking algorithms and the retrieval models they are based on are covered
in Chapter 7. This chapter also includes an overview of machine learning tech-
niques and how they relate to information retrieval and search engines. Chapter
8 describes the evaluation and performance metrics that are used to compare and
tune search engines. Chapter 9 covers the important classes of techniques used for
classification, filtering, clustering, and dealing with spam. Social search is a term
used to describe search applications that involve communities of people in tag-
ging content or answering questions. Search techniques for these applications and
peer-to-peer search are described in Chapter 10. Finally, in Chapter 11, we givean
overview of advanced techniques that capture more of the content of documents
than simple word-based approaches. This includes techniques that use linguistic
features, the document structure, and the content of nontextual media, such as
images or music.

Information retrieval theory and the design, implementation, evaluation, and
use of search engines cover too many topics to describe them all in depth in one
book. We have tried to focus on the most important topics while giving some
coverage to all aspects of this challenging and rewarding subject.

Supplements

A range of supplementary material is provided for the book. This material is de-
signed both for those taking a course based on the book and for those giving the
course. Specifically, this includes:

o Extensive lecture slides (in PDF and PPT format)
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» Solutions to selected end—of-chapter problems (instructors only)
o Test collections for exercises

¢ Galago search engine

The supplements are available at www.search-engines-book.com, or at www.aw.com.
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Search Engines and Information
Retrieval

“Mr. Helpmann, I'm keen to get into
Information Retrieval,”

Sam Lowry, Brazil

1.1 What Is Information Retrieval?

This book is designed to help people understand search engines, evaluate and
compare them, and modify them for specific applications. Searching for infor-
mation on the Web is, for most people, a daily activity. Search and communi-
cation are by far the most popular uses of the computer. Not surprisingly, many
people in companies and universities are trying to improve search by coming up
with easier and faster ways to find the right information. These people, whether
they call themsclves computer scientists, software engineers, information scien-
tists, search engine optimizers, or something clse, are working in the field of In-
formation Retrieval.’ So, before we launch into a detailed journey through the
internals of search engines, we will take a few pages to provide a context for the
rest of the book.

Gerard Salton, a pioneer in information retrieval and one of the leading figures
from the 1960s to the 1990s, proposed the following definition in his classic 1968
textbook (Salton, 1968):

Information retricval is a field concerned with the structure, analysis, or-
ganization, storage, searching, and retrieval of information.
Despite the huge advances in the understanding and technology of search in the
past 40 years, this definition is still appropriate and accurate. The term “informa-

! Information retrieval is often abbreviated as IR. In this book, we mostly use the full
term. This has nothing to do with the fact that many people think IR means “infrared”

or something else.



2 1 Search Engines and Information Retrieval

tion” is very general, and information retrieval includes work on a wide range of
types of information and a variety of applications related to search.

The primary focus of the field since the 1950s has been on text and text docu-
ments. Web pages, email, scholarly papers, books, and news stories are just a few
of the many examples of documents. All of these documents have some amount
of structure, such as the title, author, date, and abstract information associated
with the content of papers that appear in scientific journals. The elements of this
structure are called attributes, or fields, when referring to database records. The
important distinction between a document and a typical database record, such as
a bank account record or a flight reservation, is that most of the information in
the document is in the form of text, which is relatively unstructured.

To illustrate this difference, consider the information contained in two typical
attributes of an account record, the account numberand current balance. Both are
very well defined, both in terms of their format (for example, a six-digit integer
for an account number and a real number with two decimal places for balance)
and their meaning. It is very easy to compare values of these attributes, and conse-
quently it is straightforward to implement algorithms to identify the records that
satisfy queries such as “Find account number 321456” or “Find accounts with
balances greater than $50,000.00”.

Now consider a news story about the merger of two banks. The story will have
some attributes, such as the headline and source of the story, but the primary con-
tent is the story itself. In a database system, this critical piece of information would
typically be stored as a single large attribute with no internal structure. Most of
the queries submitted to a web search engine such as Google? that relate to this
story will be of the form “bank merger” or “bank takeover”. To do this search,
we must design algorithms that can compare the text of the queries with the text
of the story and decide whether the story contains the information that is being
sought. Defining the meaning of a word, a sentence, a paragraph, or a whole news
story is much more difficult than defining an account number, and consequently
comparing text is not easy. Understanding and modeling how people compare
texts, and designing computer algorithms to accurately perform this comparison,
is at the core of information retrieval.

Increasingly, applications of information retrieval involve multimedia docu-
ments with structure, significant text content, and other media. Popular infor-
mation media include pictures, video, and audio, including music and speech. In

2 heep:/ /www.google.com .
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some applications, such as in legal support, scanned document images are also
important. These media have content that, like text, is difficult to describe and
compare. The current technology for searching non-text documents relies on text
descriptions of their content rather than the contents themselves, but progress is
being made on techniques for direct comparison of images, for example.

In addition to a range of media, information retrieval involves a range of tasks
and applications. The usual search scenario involves someone typing in a query to
a search engine and receiving answers in the form of a list of documents in ranked
order. Although searching the World Wide Web (web search) is by far the most
common application involving information retrieval, search is also a crucial part
of applications in corporations, government, and many other domains. Vertical
search is a specialized form of web search where the domain of the search is re-
stricted to a particular topic. Enterprise search involves finding the required infor-
mation in the huge variety of computer files scattered across a corporate intranet.
Web pages are certainly a part of that distributed information store, but most
information will be found in sources such as email, reports, presentations, spread-
sheets, and structured data in corporate databascs. Deskzop search is the personal
version of enterprise search, where the information sources are the files stored
on an individual computer, including email messages and web pages that have re-
cently been browsed. Peer-to-peer search involves finding information in networks
of nodes or computers without any centralized control. This type of search began
as a file sharing tool for music but can be used in any community based on shared
interests, or even shared locality in the case of mobile devices. Search and related
information retrieval techniques are used for advertising, for intelligence analy-
sis, for scientific discovery, for health care, for customer support, for real estate,
and so on. Any application that involves a collection® of text or other unstructured
information will need to organize and search that information.

Search based on a user query (sometimes called a4 hoc search because the range
of possible queries is huge and not prespecified) is not the only text-based task
that is studied in information retrieval. Other tasks include fltering, classification,
and guestion answering. Filtering or tracking involves detecting stories of interest
based on a person’s interests and providing an alert using email or some other
mechanism. Classification or categorization uses a defined set of labels or classes

3 "The term database is often used to refer to a collection of either structured or unstruc-
tured data. To avoid confusion, we mostly use the term document collection (or just
collection) for text. However, the terms web database and search engine database are so
common that we occasionally use them in this book.



