Space-Time Layered
Information Processing for
Wireless Communications

MATHINI SELLATHURAI
SIMON HAYKIN

- 4 IEEE
@Wl LEY Celebrating 125 ears



SPACE-TIME LAYERED
INFORMATION
PROCESSING FOR
WIRELESS
COMMUNICATIONS

Mathini Sellathurai

Simon Haykin

S ——
TN
. X p
ARAREO ST
»f P Lr .
f < LY XX
(s ANL N
QD g8 J :
- " 3
Y o . vy 7
- Y, i 4
b v )
X oy
N\ \ ' Y . :"
, "
st *

Celebrating 125 Years

of Engineering the Future
E2009002448 WILEY

A JOHN WILEY & SONS, INC., PUBLICATION



Copyright © 2009 by John Wiley & Sons, Inc. All rights reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form
or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as
permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior
written permission of the Publisher, or authorization through payment of the appropriate per-copy fee
to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400,
fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission
should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street,
Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at
http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts
in preparing this book, they make no representations or warranties with respect to the accuracy or
completeness of the contents of this book and specifically disclaim any implied warranties of
merchantability or fitness for a particular purpose. No warranty may be created or extended by sales
representatives or written sales materials. The advice and strategies contained herein may not be
suitable for your situation. You should consult with a professional where appropriate. Neither the
publisher nor author shall be liable for any loss of profit or any other commercial damages, including
but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our
Customer Care Department within the United States at (800) 762-2974, outside the United States at
(317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print
may not be available in electronic formats. For more information about Wiley products, visit our web
site at www.wiley.com.

Library of Congress Cataloging-in-Publication Data:

Sellathurai, Mathini, 1968-

Space-time layered information processing for wireless communications / by
Mathini Sellathurai and Simon Haykin.

p. cm.

Includes bibliographical references and index.

ISBN 978-0-471-20921-8

1. Space time codes. 2. MIMO systems. 1. Haykin, Simon S., 1931- II. Title.

TK5103.4877.545 2009

621.3840285'572—-dc22

2009005657

Printed in the United States of America

10987654321



SPACE-TIME LAYERED
INFORMATION
PROCESSING FOR
WIRELESS
COMMUNICATIONS



LIST OF TABLES

5.1
5.2
93
54

Spectral efficiency of T-BLAST in an indoor environment . . .

Spectral efficiency of V-BLAST in an indoor environment

Spectral efficiency of T-BLAST in an outdoor environment . .
Spectral efficiency of V-BLAST in an outdoor environment . .

155
155
156
156



CONTENTS

List of Tables ix
List of Figures xi
1 Introduction 1

1.1
1.2
1.3
1.4

Brief Historical Notes / 1
Turbo-Information Processing / 2
MIMO Wireless Communications / 4
Organization of the Book / 5

MIMO Channel Capacity 8

2.1
2.2

23

24

2.5

2.6

Introduction / 8

Multiple-Input, Multiple-Output Antenna Systems / 9

2.2.1 Basic Baseband Channel Model / 10

Channel Capacity / 13

2.3.1 Information Theory in Complex Multidimensional
Gaussian Distribution / 14

MIMO Capacity for a Channel Known at the Receiver / 17

2.4.1 Ergodic Capacity / 17

2.4.2  Two Other Special Cases of the Log-Det Formula:
Capacities of Receive and Transmit Diversity Links / 21

2.4.3 Outage Capacity / 22

Channel Known at the Transmitter / 27

2.5.1 Eigendecomposition of the Log-Det Capacity Formula / 30

Summary and Discussion / 31

BLAST Architectures 33

8l
3:2

BLAST Architecture / 35
Diagonal BLAST / 37



Vi

3.2.1
3.2.2
3:2.3

CONTENTS

The Diagonal-Layered Space-Time Codes / 37
Serial Interference Cancellation Decoder / 38
Capacity: Diagonal Layering of Space-Time / 40

3.3 Vertical BLAST (V-BLAST) / 40

3.3.1
332
3.33
334
335

OSIC Detection Algorithm [56] / 42

Improved V-BLAST / 44

Coded V-BLAST / 45

Limitations of V-BLAST / 46

Capacity: Vertical Layering of Space-Time / 48

3.4 Stratified Diagonal BLAST (SD-BLAST) / 49

34.1
342
343
344
345
3.4.6

3.4.7

Transmitter / 49

Receiver / 51

Differential Rates of Individual Strata / 52

Asymptotic Capacity of SD-BLAST as L — oo / 54
Differential Rates of Individual Plies When L — oo / 56
Capacity versus Outage Performance for SD-BLAST

and Channel Hardening / 56

Capacity versus Outage: The Monte Carlo Method / 58

3.5 Simulations on BLAST for the Matrix Rayleigh Channel / 59

3.5.1

3:5:2

Outage Capacity versus SNR at the 10% Outage
Level / 59
Capacity Cumulative Density Function Comparison / 61

3.6 Multirate Layered Space-Time Architecture / 62

3.6.1
3.6.2
3.6.3

Encoder-Decoder Structure / 65
Optimal Filters — with DSTI / 68
Optimal Filters — without DSTI / 69

3.7 Outage Capacity / 70

3.7.1
3472

Per-Layer Rates — without DSTI / 71
Per-Layer Rates — with DSTI / 73

3.8 Simulation Results / 75
3.9 Summary and Discussion / 77
Appendix: Optimality of D-BLAST / 80

Space-Time Turbo Codes and Turbo Decoding Principles 83

4.1 Introduction / 83
4.2 Turbo Codes / 84

4.2.1
422
423
4.2.4
4.2.5

Parallel Concatenated Turbo Codes / 84

Serial Concatenated Turbo Codes / 88

SISO Decoders / 90

Generalized BCJR Algorithm / 91

The MAP Algorithm in the Log Domain (LOG-MAP
Algorithm) / 94



CONTENTS

4.3

4.4

4.5
4.6

Interleaver Designs for Turbo Codes / 96

4.3.1 Definition of Interleaver Spread / 97
Space-Time Turbo Codes / 100

4.4.1 Example Space-Time Turbo Codes / 100
Multirate Layered Space-Time (MLST) Turbo Codes / 104

Summary and Discussion / 107

5 Turbo-BLAST

5.1
5.2

53
54
5.5

5.6

5

5.8
59

6.1
6.2
6.3
6.4

Introduction / 110
T-BLAST: Basic Transmitter Considerations / 110

5.2.1 Space-Time Interleaving / 112
5.2.2 Intentional Time-Varying Channel / 113
Optimal Detection / 114

Distance Spectrum of RLST Codes / 114
Iterative Decoding: Basic Considerations / 119

5.5.1 [Iterative Decoding Algorithm / 120
Design and Performance of SISO Detectors / 122

5.6.1 Performance Lower Bound / 122

5.6.2 Detector Based on MAP Probability Estimation / 123

5.6.3 Parallel Soft Interference Cancellation Receivers / 125

5.6.4 Parallel Soft Interference Cancellation with
Bootstrapping Channel Estimates / 129

5.6.5 MMSE Receiver / 132

Simulations on T-BLAST / 134

5.7.1 Performance of PSIC Receivers / 135

5.7.2 Performance of MMSE Receivers / 137

5.7.3 MMSE versus MRC for T-BLAST / 139

5.7.4 Interleaver Dependence / 141

5.7.5 Results Using Indoor Channel Measurements / 143

5.7.6 Results with Correlated Channels (Indoor and Outdoor
Measurements) / 147

5.7.7 Spectral Efficiency Using Real-Life Data / 153

Summary and Discussion / 157

Appendix / 158

Turbo-MIMO Systems

Bit-Interleaved Coded Modulation / 160
Turbo-MIMO Theory and ST-BICM / 161
ST-BICM / 162

Iterative Detection and Decoding / 163

vii

110

160



viii

6.5

6.6
6.7

6.8

CONTENTS

Suboptimal MIMO Detection / 165

6.5.1 List-Sphere Detection / 165

6.5.2 ITS Detection / 167

6.5.3 Multilevel Mapping ITS Detection / 168
6.5.4 Soft Interference Cancellation MMSE Detection / 169
Simulation for Narrowband Turbo-MIMO / 171
Wideband Turbo-MIMO (ST-BICM) / 176

6.7.1 MIMO Equalizer / 178

6.7.2 Iterative Trellis Search Equalization / 180
6.7.3 Simulation for Wideband Turbo-MIMO / 183
Summary / 186

Appendix 6.1 / 187

Appendix 6.2 / 188

Bibliography 190

Index

201



INTRODUCTION

1.1 BRIEF HISTORICAL NOTES

In the last decade of the twentieth century, two groundbreaking ideas were pub-
lished, which, in their own individual ways, have shaped many facets of digital
communications and signal processing in both theoretical and practical terms.

The first idea on turbo codes was presented at the 1993 IEEE International Con-
ference on Communications (ICC) that was held in Geneva, Switzerland, in May
of that year. At that conference, Berrou, Glavieux, and Thitimajshima presented a
paper entitled “Near Shannon Limit Error-Correcting Coding and Decoding: Turbo
Codes,” and with it the ever-expanding field of turbo-information processing was
born [17].

Then, three years later, Foschini published a paper entitled “Layered Space-Time
Architecture for Wireless Communication in a Fading Environment When Using
Multi-Element Antennas” in the Bell Laboratories Technical Journal [43]. With
the publication of this second paper, the ever-expanding field of multiple-input
multiple-output (MIMO) wireless communications was born.

Although entirely different in their theory and applications, turbo-information
processing and MIMO wireless communications, share two common points:

» They were both ideas conceived as a result of “thinking outside of the box”
and were initially received with a skepticism by experts in the field.

Space-Time Layered Information Processing for Wireless Communications,
By Mathini Sellathurai and Simon Haykin
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2 INTRODUCTION

e Since their invention in the 1990s, they have both evolved at an unprecedented
pace, reaching a state of maturity in just over a decade.

The particular form of MIMO wireless communications described in Foschini’s
paper was named the “Bell Labs Layered Space-Time (BLAST)” architecture. With
the early formulations of the two ideas, turbo processing and BLAST architecture,
it was logical that these two ideas be combined into what we now refer to as
“Turbo-BLAST,” on which research was initiated when the first author of this
book joined the senior author as a Ph.D. student in 1998. Indeed, it was Sellathu-
rai’s thesis, entitled “Turbo-BLAST, A Novel Technique for Multi-Transmit and
Multi-Receive Wireless Communications,” and subsequent publications that led to
the writing of this book. Simply put, Turbo-BLAST offers the advantage of build-
ing a layered space-time wireless communication system that is both spectrally and
computationally efficient.

1.2 TURBO-INFORMATION PROCESSING

The turbo-coding scheme, originally formulated by Berrou, Glavieux, and Thitima-
jshima, is a codec, in which the encoder and decoder distinguish themselves from
the traditional codecs in two fundamental ways:

1. The encoder consists of two parallel constituent encoders with an interleaver
between them, as depicted in Figure 1.1. The purpose of the interleaver is to
randomize the incoming stream of bits to ensure that the respective inputs of
the two constituent encoders are as dissimilar as practically possible.

2. Correspondingly, the decoder consists of two constituent decoders separated
by an interleaver and a de-interleaver, forming a closed-loop feedback sys-
tem in the manner depicted in Figure 1.2. The interleaver and de-interleaver
are positioned inside the decoder in such a way that the inputs applied to

Encoder 1
nc; er — 7, To channel
1
- J
Bandom Encoder 2
Interleaver R =~ 2
I8l 2
-

Figure 1.1 Turbo encoder.
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Figure 1.2 Turbo decoder.

each constituent decoder correspond to the pertinent constituent encoder. In
particular, each constituent decoder operates on three different inputs:

e The systematically encoded (message) bits

o The parity-check bits associated with the systematic bits

e The information bits produced by the other constituent decoder about the
likely values of the received message bits.

The turbo decoder of Figure 1.2 is an iterative decoder. An important novel
feature of this decoder is the application of feedback around all of the compo-
nents constituting the decoder. Another important feature that is equally novel,
in its own way, is the notion of extrinsic information that is basic to the oper-
ation of the turbo decoder. The extrinsic information, generated by a decoding
stage for a set of systematic (message) bits, is defined as the difference between
the log-likelihood ratio computed at the output of that particular decoding stage
and the intrinsic information represented by the log-likelihood ratio fed back to
the input of the decoding stage. In effect, extrinsic information is the incremental
information gained by exploiting the dependencies that exist between a specific
message bit and the incoming raw data bits processed by the decoder. Thus, in a
loose sense, we may view the role of extrinsic information in turbo decoding as
the “error signal” in a conventional closed-loop feedback system.

The concept of turbo codes was originally conceived by Berrou, Glavieux,
and Thitimajshima in the context of channel codes, with the primary purpose of
approaching the Shannon limit in a computationally efficient manner. Today, this
concept is being applied not only in channel coding, but also in source coding, joint
source-channel coding, channel equalization, synchronization, and MIMO wireless
communications. For an important survey of these applications to turbo-information
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processing, the reader is referred to the special issue of the Proceedings of the IEEE,
vol. 95, July 2007 [141].

1.3 MIMO WIRELESS COMMUNICATIONS

In a wireless environment, the transmitted signal reaches the intended receiver via
a multiplicity of propagation paths; hence, the resulting components of the wireless
channel output may end up adding in a destructive manner. Such a situation may
result in serious degradation in the performance of the wireless communication
system. This multipath phenomenon is commonly referred to as channel fading.
To overcome the degrading effects of channel fading, it is common practice to use
diversity. The basic idea of this technique is to provide the receiver with a set of
independently faded replicas of the transmitted signal in the hope that at least one
of them will have been received in a reasonably correct manner.

Diversity can be realized in a variety of ways under one of three basic headings:

1. Diversity on receive
2. Diversity on transmit
3. Diversity on both transmit and receive

In MIMO wireless communications, it is the third form of diversity that is
employed. Specifically, the transmitter employs an array of antenna elements, and
the receiver employs another array of antenna elements of its own. These two
antenna arrays may embody different numbers of antenna elements.

The interesting properties of a MIMO wireless communication system are sum-
marized as follows:

1. Under certain environmental conditions, fading is viewed not as a nuisance,
but rather as a possible environmental source of performance improvement.

2. The combined use of space diversity at both the transmit and receive ends
of the MIMO wireless link may provide the basis for an increase in channel
capacity or spectral efficiency of the system.

3. Unlike the use of conventional techniques to increase channel capacity, in
MIMO wireless communications the increase in channel capacity is achieved
by increasing computational complexity while, at the same time, keeping
the primary communication resources (i.e., total transmit power and channel
bandwidth) constant.

These are remarkable properties.

Figure 1.3 shows the block diagram of a MIMO wireless link, where n; is the
number of transmit antennas and 7, is the number of receive antennas. Suppose
now we make two assumptions:

1. The wireless link is modeled as a narrowband flat-fading channel.
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Figure 1.3 Schematic a of MIMO wireless link.

2. The number of transmit antennas and the number of receive antennas have a
common value denoted by N.

Under these special conditions, we find that as N approaches infinity, the (ergodic)
capacity of the MIMO channel grows asymptotically (at least) linearly with N, as
shown by
.. €

lim — > constant (1.1)

N—oco N
where C denotes the channel capacity. This asymptotic result teaches us that, by
increasing the computational complexity of a MIMO wireless communication sys-
tem through the use of multiple antennas at both the transmit and receive ends of
a wireless link, we are able to increase the spectral efficiency of the link for more
than is possible by conventional means (i.e., increasing the signal-to-noise ratio).
Indeed, it is this important result that is responsible for the increasing interest in
the deployment of MIMO wireless links.

1.4 ORGANIZATION OF THE BOOK

Two major motivations for MIMO wireless communication research exist. On
the one hand, information theorists wish to understand the ultimate limits of
bandwidth-efficient digital wireless communications system by exploiting the
MIMO technology. They attempt to find techniques that attain Shannon’s capacity
limit. On the other hand, a communication engineer wishes to design techniques
that are practically feasible and also to achieve a significant portion of the great
capacity promised by information theory. The two motivations are certainly
not mutually exclusive and are slowly converging to provide a more principled
approach to MIMO wireless communication.
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This book is concerned about both of these motivations. In particular, Chapter 2
presents the MIMO channel capacity limits and Chapter 3—6 describe unconstrained
signaling techniques, exemplified by the BLAST architectures, whose aim is to
increase the channel capacity by using standard channel codes.

Chapter 2 is devoted to the spectral efficiency of MIMO channels under various
channel conditions. We provide the information theory concepts and capacity limits
of MIMO channels over Rayleigh fast fading and quasi-static fading. In particu-
lar, we derive the MIMO channel capacity from the first principle assuming that
the receiver has knowledge of the channel state. In this scenario, when the wire-
less communication environment is endowed with rich scattering, the information
capacity of the wireless channel is roughly proportional to the number of transmit
or receive antennas, whichever is smaller. That is to say, we have the potential to
achieve a spectacular increase in spectral efficiency, with the channel capacity of
the link being roughly doubled by doubling the number of antennas at both ends
of the link.

In Chapter 3, we describe a family of MIMO wireless communication
systems popularized as BLAST architectures. In particular, BLAST architectures
use standard one-dimensional error-correction codes and low-complexity inter-
ference-cancellation schemes to construct and decode powerful two-dimensional
space-time codes. These MIMO systems offer spectacular increases in spectral
efficiency, provided that three conditions are met:

e The system operates in a rich scattering environment.
e Appropriate coding structures are used.
e Error-free decisions are available in the interference-cancellation schemes,

which, in turn, assumes the combined use of arbitrarily long (and therefore
powerful) error-correction codes and perfect decoding.

The material presented herein focuses on three specific implementations of BLAST,
depending on the type of coding employed:

e Diagonally layered space-time architecture known as diagonal BLAST or sim-
ply D-BLAST, which provides the standard framework for MIMO wireless
communications;

e A simplified version of BLAST known as vertical BLAST or V-BLAST,
which is the first practical implementation of MIMO wireless communications
demonstrating a spectral efficiency as high as 40 bits/s/Hz in real time with
significant reduction in system complexity;

o Stratified D-BLAST.

In Chapter 4, we review the framework of the turbo principle and its applications
in space-time channels. In particular, we describe serial and parallel concatenated
turbo codes and their iterative decoders, soft-in/soft-out modules, which are exem-
plified by the BCJR algorithm that performs maximum a posteriori estimation on
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a bit-by-bit basis in the decoding of turbo codes and their lower complexity and
numerically less sensitive approximations, the extraction of extrinsic information.
The turbo decoding principle features prominantly in Chapters 5 and 6.

In Chapter 5, we describe the Turbo-BLAST architecture which is suitable for
for high-throughput wireless communications, exploiting the following basic ideas:

e A random layered space-time coding scheme, which is based on the use of
independent block coding and space-time interleaving.

e A turbo-like receiver, also known as an iterative interference cancellation and
decoding receiver.

In particular, we show how the turbo principles applied to BLAST architectures
can significantly improve overall system performance.

In Chapter 6, we discuss another important class of MIMO architecture, known
as turbo-MIMO systems, where the layer code construction is based on space-time
bit-interleaved coded modulation (ST-BICM). Turbo-MIMO is a highly effective
system when used in conjunction with receivers employing iterative detection
and decoding. This chapter also presents three recent low-complexity detection
schemes:

e Minimum mean-squared based soft-interference cancellation;
e Low complexity implementations of sphere detections;

e Iterative tree search detection;

o List-sphere detection.

The chapter includes the analysis of flat and frequency-selective fading channels
for Turbo-MIMO.



MIMO CHANNEL CAPACITY

2.1 INTRODUCTION

The major concern in wireless communications research is to provide techniques
that use the frequency spectrum, which is a scarce resource, efficiently. The basic
information theory result reported in a pioneering paper [45] by Foschini and
Gans showed that great spectral efficiency can be achieved through the use of
multiple-input, multiple-output (MIMO) wireless systems. The major conclusion
of their work is that the capacity of a multiple-transmit, multiple-receive system
far exceeds that of a single-antenna system. In particular, in a Rayleigh flat-fading
environment, a MIMO link has an asymptotic capacity that increases linearly with
the number of transmit and receive antennas, provided that the complex valued
propagation coefficients between all pairs of transmit and receive antennas are
statistically independent and known to the receiver.

This chapter presents a detailed discussion of the channel capacity limits of
different MIMO wireless channels systems. In particular, we derive the MIMO
channel capacity from first principles, assuming that the receiver has knowledge of
the channel state. In this scenario, when the wireless communication environment
is endowed with rich scattering, the information capacity of the wireless channel
is roughly proportional to the number of transmit or receive antennas, whichever
is less. That is to say, we have a spectacular increase in spectral efficiency, with
the channel capacity of the link being roughly doubled by doubling the number of
antennas at both ends of the link.

Space-Time Layered Information Processing for Wireless Communications,
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