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Preface

[ once attended a conference at which George Box stated that ““Statistics is
much too important to be left entirely to statisticians.” A bit later, Walt
Federer stated that “Science is much too important to be left entirely to
scientists.”” Both of these famous statisticians were correct! Never before in
the history of science and statistics has there been a greater need for interac-
tions and collaborations between scientists and statisticians. This book helps
to facilitate such collaborations and interactions. I have been fortunate in that
I have had substantial contact with scientists during my tenure at Kansas
State University. These collaborations have greatly influenced my approach
to teaching multivariate methods. I believe that multivariate methods are too
important to be taught only to statisticians.

Furthermore, I have been teaching public seminars and college courses in
applied multivariate analyses for the last 20 years. In these seminars and
courses, students have posed many important questions that multivariate
methods can help answer. As data sets grow in size, multivariate methods
become ever more useful. Today’s technologies make it very easy to collect
large amounts of data; multivariate methods are needed to determine whether
such massive amounts of data actually contain information. It has been said
that while it is easy to collect data, it is much harder to collect information.
Multivariate methods can help determine whether there is information in
data, and they can also help to summarize that information when it exists.

To date, textbooks have emphasized only the theory of multivariate meth-
ods or only the application of the methods. Readers were given information
that was either too advanced to apply or too elementary to illustrate the power
of the methods. This text has broken the mold by focusing on the why, when,
how, and what of multivariate analyses and answering the following questions:

Why should multivariate methods be used?

When should they be used?

How can they be used?

And what has been learned by the application of the methods?

Ideally, users of this book will have had a previous course in statistics that

included multiple regression. Some familiarity with matrix algebra is desirable,
but not crucial. My approach assumes familiarity with most of the statistical
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concepts encountered in a first course in statistics, such as means and standard
deviations, correlations, p-values, hypothesis tests, and confidence limits.

While this text is loaded with examples using real data, several of the
exercises are directed at data sets that students are asked to provide from
their own experiences. I find that students enjoy working with their own data.
So, when 1 teach multivariate methods, 1 require each student to provide a
data set for class use along with a description of the data’s important features
and the reasons behind its being collected. These data sets are then placed
in a computer directory that every student in the class can access. | then use
these data sets as much as possible when assigning exercises to the class. I
strongly encourage instructors who use this book to do the same.

Other unique features of this text include:

® annotated computer output, emphasizing SAS and SPSS

® extensive use of graphics to explain concepts

@ data disk that contains data files from text discussion and exercises,
as well as computer commands used to create the analyses described
throughout the text

I owe much of the development of this text to those who have participated
in my seminars and courses. From these ‘“‘students,” 1 learned about their
needs, their concerns, and their abilities. In writing this text, I have tried to
address their needs and concerns, while recognizing their differing abilities.
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