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Unit 1
INFORMATION THEORY

1 Introduction

Information theory is the theory concerned with the math-
ematical laws governing the transmission, reception, and pro-
cessing of information. More specifically, information theory
deals with the numerical measurement of information, the rep-
resentation of information (such as encoding), and the capaci-
ty of communication systems to transmit, receive, and process
information. ® Encoding can refer to the transformation of
speech or images into electric or electromagnetic signals, or to
the encoding of messages to ensure privacy.

Information theory was first developed in 1948 by the
American electrical engineer Claude E. Shannon in his article
“A Mathematical Theory of Communication”. The need for a
theoretical basis for communication technology arose from the
increasing complexity and crowding of communication chan-
nels such as telephone and teletype networks and radio commu-
nication systems. Information theory also encompasses all oth-
er forms of information transmission and storage, including
television and the electrical pulses transmitted in computers
and in magnetic and optical data recording. The term informa-
tion refers to the transmitted messages: voice or music trans-




mitted by telephone or radio, images transmitted by television
systems, digital data in computer systems and networks, and
even nerve impulses in living organisms. ® More generally, in-
formation theory has been applied in such varied fields as cy-
bernetics, cryptography, linguistics, psychology, and statis-
tics.

2 Components of a Communication System

The most extensively studied type of communication sys-
tem consists of several components. A source (such as a person
speaking) produces information, or a message, that is to be
transmitted. A transmitter, such as a telephone and amplifier
or a microphone and radio transmitter, converts the message
into electronic or electromagnetic signals. These signals are
transmitted through the channel, or medium, such as a wire or
the atmosphere. The channel, in particular, is susceptible to
interference issuing from many sources, which distorts and de-
grades the signals. (Examples of interference, known as noise,
include the static in radio and telephone reception, fading in
mobile communication, and the “snow” in television picture
reception.) The receiver, such as a radio receiver, recon-
structs the signal into the original message. The final compo-
nent is the destination, such as a person listening to the mes-
sage.

Two of the major concerns of information theory are the
reduction of noise-induced errors in communication systems
and the efficient use of total channel capacity.®



3 Information Content

A fundamental concept in information theory is that the
amount of information in a message, called information con-
tent, is a well-defined, measurable mathematical quantity.
The term content does not refer to the meaning of the transmit-
ted message, but to the probability that a given message will
be received from a set of possible messages. The highest value
for the information content is assigned to the message that is
the least probable. If a message is expected with 100-percent
certainty, its information content is 0. If a coin is tossed, for
example, the combined message “heads or tails”, describing
the result, has no information content. The two separate mes-
sages “heads” and “tails”, on the other hand, are equally
probable and have probabilities of one-half. ® In order to relate
information content (1) to probability, Shannon introduced a
simple formula:

I = log,17p
in which p is the probability of a message being transmitted
and log, is the logarithm of 1/p to a base 2. (Log, of a given
number is the exponent that must be given to the number 2 in
order to obtain the given number. Log, of 8 = 3, for example,
because 2° = 8.%) Using this formula to calculate the informa-
tion content of the messages “heads” and “tails” yields a value
of log2 = 1.The information content of a message can be un-
derstood in terms of the number of possible symbols that repre-
sent a message. In the example above, if “tails” is represented
by a 0, and “heads” by a 1, there is only one choice to repre-
3



sent the message: either 0 or 1. The 0 and the 1 are the digits
of the binary system (see Number Systems), and the choice be-
tween those two symbols corresponds to the so-called binary
information unit, or bit. If a coin is tossed three times in a row,
the eight equally possible results (or messages) can be repre-
sented as 000, 001, 010, 011, 100, 101, 110, and 111. These
messages correspond to the numbers 0, 1, ..., 7 written in bi-
nary notation. The probability of each message is one-eighth,
and its information content is log (1 +1/8) = 3, which is the

number of bits needed to represent each message. ®

4 Entropy

In most practical applications, one must choose among
messages that have different probabilities of being sent. The
term entropy has been borrowed from thermodynamics to de-
note the average information content of a message. Entropy
can be understood intuitively as the amount of “disorder” in a
system. In information theory the entropy of a message equals
its average information content. If, in a set of messages, the
probabilities are equal, the formula for the total entropy can
be given as H= logN, in which N is the number of possible
messages in the set.

5 Encoding and Redundancy

If transmitted messages consist of random combinations of
the 26 letters of the English alphabet, the space, and five punc-
tuation marks, and if it is assumed that the probability of each
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message is the same, the entropy H=log32 =5. This means
that five bits are needed to encode each character, or message:
00000, 00001, 00010, ... , 11111. Efficient transmission and
storage of information require the reduction of the number of
bits used for encoding. This is possible when processing Eng-
lish texts because letters are far from being completely ran-
dom. The probability is extremely high, for example, that the
letter following the sequence of letters informatio is an n. It
can be shown that the entropy of ordinary written English is
about one bit per letter. This indicates that the English lan-
guage (like every other language) incorporates a large amount
of redundancy called natural redundancy. This redundancy en-
ables a person to understand messages in which vowels are
missing, for example, or to decipher unclear handwriting. @In
modern communications systems, artificial redundancy is
added to the encoding of messages in order to reduce errors in
message transmission.

Words & Terms
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10. psychology W>E%E

11. random PBEE,BEPLHY

12. redundancy JU&,JTTRE

13. snow FEEETFH, FHERNL
14. static #ERFH, RETH
15. statistics S, HiHHF
16. thermodynamics 1%

Notes

(More specifically, information theory deals with the nu-
merical measurement of information, the representation of in-
formation (such as encoding) , and the capacity of communica-
tion systems to transmit, receive, and process information.

ERAMB, EEERITRERNBENE . FRIED (P
MAES ) AR RAMLH BUCIAEFERHET.

@ The term information refers to the transmitted mes-
sages: voice or music transmitted by telephone or radio, im-
ages transmitted by television systems, digital data in comput-
er systems and networks, and even nerve impulses in living or-
ganisms.

“fzE” AR TSR R B BT RN A
135 0 L HL A0 2R 26 45 5 A0 LR, THEE LR 45 R I 48 o B BT
B, EBEE =D kPR ERIR.

@ Two of the major concerns of information theory are the
reduction of noise-induced errors in communication systems
and the efficient use of total channel capacity.
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@ If a coin is tossed, for example, the combined message
“heads or tails”, describing the result, has no information con-
tent. The two separate messages “heads” and “tails”, on the
other hand, are equally probable and have probabilities of one-
half.

i BB TN, B EmREE XA SEBRMRE
R EEBENT, M ERAM“HEH"XFWMEMNER, KM
PR, BRE N —F,

®Log; of a given number is the exponent that must be giv-
en to the number 2 in order to obtain the given number. Log, of
8=13, for example, because 23=8.

— AN BRI LL 2 9 O X BOR XA — AN, AR 2
RO RO, AL S TRA TR P Log8=3, XRHEN 2°
=8,

®1If a coin is tossed three times in a row, the eight equally
possible results (or messages) can be represented as 000, 001,
010, 011, 100, 101, 110, and 111. These messages correspond
to the numbers 0, 1, ..., 7 written in binary notation. The
probability of each message is one-eighth, and its information
content is log;(1+1/8) =3, which is the number of bits needed
to represent each message.

ME—-AEREEZR=K,F 8 B BEHRNER(ER),
" L4 F 000, 001, 010, 011, 100, 101, 110, 1 111 KXFER. X
BERMN T oH#RERBO, 1, ..., TXIINME. BMERW
WK 18, EERER logp(1+-1R8)= 3, XRBHNTRAEAN
5 BT A AL

@ This redundancy enables a person to understand mes-
sages in which vowels are missing, for example, or to decipher
unclear handwriting.
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Exercises

Choose the best answer according to the passage.
1. Information theory deals with
a. the numerical measurement of information
b. the representation of information (such as encoding)
¢c. the capacity of communication systems to transmit, re-
ceive, and process information
d. All above.
2. The term information refers to
a. voice, music and images
b. digital data
¢. nerve impulses
d. the transmitted messages by different media, that is, all
above items.
3. A communication system consists of
a.a source, a transmitter, medium, a receiver, and the des-
tination
b. a transmitter, medium, and a receiver
c. a source, medium, and the destination
d. a transmitter, medium, a receiver, and the destination
4. If a message is absolutely certain, its information content is

a. 100 percent b. 0
c. 1 d. a half

5. According to Shannon’s formula, the information content of
8



a binary code with four bits is

a. 4 b. 16

c. 0 d. 1

. In the example of tossing a coin three times in a row, the to-
tal entropy is

a. 8 b. 1/8

c. 3 d. 173

. In encoding of messages, redundancy can

a. reduce bits to encode

b. reduce errors in message transmission

c. increase the speed of message transmission
d. increase information content




