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Foreword

We are deluged by data—scientific data, medical data, demographic data, financial data,
and marketing data. People have no time to ook at this data. Human attention has
become the precious resource. So, we must find ways to automatically analyze the data,
to automatically classify it, to automatically summarize it, to automatically discover and
characterize trends in it, and to automatically flag anomalies. This is one of the most
active and exciting areas of the database research community. Researchers in areas includ-
ing statistics, visualization, artificial intelligence, and machine learning are contributing
to this field. The breadth of the field makes it difficult to grasp the extraordinary progress
over the last few decades.

Six years ago, Jiawei Han’s and Micheline Kamber’s seminal textbook organized and
presented Data Mining. It heralded a golden age of innovation in the field. This revision
of their book reflects that progress; more than half of the references and historical notes
are to recent work. The field has matured with many new and improved algorithms, and
has broadened to include many more datatypes: streams, sequences, graphs, time-series,
geospatial, audio, images, and video. We are certainly not at the end of the golden age—
indeed research and commercial interest in data mining continues to grow—but we are
all fortunate to have this modern compendium.

The book gives quick introductions to database and data mining concepts with
particular emphasis on data analysis. It then covers in a chapter-by-chapter tour the con-
cepts and techniques that underlie classification, prediction, association, and clustering.
These topics are presented with examples, a tour of the best algorithms for each prob-
lem class, and with pragmatic rules of thumb about when to apply each technique. The
Socratic presentation style is both very readable and very informative. I certainly learned
alot from reading the first edition and got re-educated and updated in reading the second
edition.

Jiawei Han and Micheline Kamber have been leading contributors to data mining
research. This is the text they use with their students to bring them up to speed on the
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field. The field is evolving very rapidly, but this book is a quick way to learn the basic ideas,
and to understand where the field is today. I found it very informative and stimulating,

and believe you will too.

Jim Gray
Microsoft Research
San Francisco, CA, USA



Preface

Our capabilities of both generating and collecting data have been increasing rapidly.
Contributing factors include the computerization of business, scientific, and government
transactions; the widespread use of digital cameras, publication tools, and bar codes for
most commercial products; and advances in data collection tools ranging from scanned
text and image platforms to satellite remote sensing systems. In addition, popular use
of the World Wide Web as a global information system has flooded us with a tremen-
dous amount of data and information. This explosive growth in stored or transient data
has generated an urgent need for new techniques and automated tools that can intelli-
gently assist us in transforming the vast amounts of data into useful information and
knowledge.

This book explores the concepts and techniques of data mining, a promising and
flourishing frontier in data and information systems and their applications. Data mining,
also popularly referred to as knowledge discovery from data (KDD), is the automated or
convenient extraction of patterns representing knowledge implicitly stored or captured
in large databases, data warehouses, the Web, other massive information repositories, or
data streams.

Data mining is a multidisciplinary field, drawing work from areas including database
technology, machine learning, statistics, pattern recognition, information retrieval,
neural networks, knowledge-based systems, artificial intelligence, high-performance
computing, and data visualization. We present techniques for the discovery of patterns
hidden in large data sets, focusing on issues relating to their feasibility, usefulness, effec-
tiveness, and scalability. As a result, this book is not intended as an introduction to
database systems, machine learning, statistics, or other such areas, although we do pro-
vide the background necessary in these areas in order to facilitate the reader’s compre-
hension of their respective roles in data mining. Rather, the book is a comprehensive
introduction to data mining, presented with effectiveness and scalability issues in focus.
It should be useful for computing science students, application developers, and business
professionals, as well as researchers involved in any of the disciplines listed above.

Data mining emerged during the late 1980s, made great strides during the 1990s, and
continues to flourish into the new millennium. This book presents an overall picture
of the field, introducing interesting data mining techniques and systems and discussing
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applications and research directions. An important motivation for writing this book was
the need to build an organized framework for the study of data mining—a challenging
task, owing to the extensive multidisciplinary nature of this fast-developing field. We
hope that this book will encourage people with different backgrounds and experiences
to exchange their views regarding data mining so as to contribute toward the further
promotion and shaping of this exciting and dynamic field.

Organization of the Book

Since the publication of the first edition of this book, great progress has been made in
the field of data mining. Many new data mining methods, systems, and applications have
been developed. This new edition substantially revises the first edition of the book, with
numerous enhancements and a reorganization of the technical contents of the entire
book. In addition, several new chapters are included to address recent developments on
mining complex types of data, including stream data, sequence data, graph structured
data, social network data, and multirelational data.

The chapters are described briefly as follows, with emphasis on the new material.

Chapter 1 provides an introduction to the multidisciplinary field of data mining,
It discusses the evolutionary path of database technology, which has led to the need
for data mining, and the importance of its applications. It examines the types of data
to be mined, including relational, transactional, and data warehouse data, as well as
complex types of data such as data streams, time-series, sequences, graphs, social net-
works, multirelational data, spatiotemporal data, multimedia data, text data, and Web
data. The chapter presents a general classification of data mining tasks, based on the
different kinds of knowledge to be mined. In comparison with the first edition, two
new sections are introduced: Section 1.7 is on data mining primitives, which allow
users to interactively communicate with data mining systems in order to direct the
mining process, and Section 1.8 discusses the issues regarding how to integrate a data
mining system with a database or data warehouse system. These two sections repre-
sent the condensed materials of Chapter 4, “Data Mining Primitives, Languages and
Architectures,” in the first edition. Finally, major challenges in the field are discussed.

Chapter 2 introduces techniques for preprocessing the data before mining. This
corresponds to Chapter 3 of the first edition. Because data preprocessing precedes the
construction of data warehouses, we address this topic here, and then follow with an
introduction to data warehouses in the subsequent chapter. This chapter describes var-
ious statistical methods for descriptive data summarization, including measuring both
central tendency and dispersion of data. The description of data cleaning methods has
been enhanced. Methods for data integration and transformation and data reduction are
discussed, including the use of concept hierarchies for dynamic and static discretization.
The automatic generation of concept hierarchies is also described.

Chapters 3 and 4 provide a solid introduction to data warehouse, OLAP (On-Line
Analytical Processing), and data generalization. These two chapters correspond to
Chapters 2 and 5 of the first edition, but with substantial enhancement regarding data
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warehouse implementation methods. Chapter 3 introduces the basic concepts, archi-
tectures and general implementations of data warehouse and on-line analytical process-
ing, as well as the relationship between data warehousing and data mining. Chapter 4
takes a more in-depth look at data warehouse and OLAP technology, presenting a
detailed study of methods of data cube computation, including the recently developed
star-cubing and high-dimensional OLAP methods. Further explorations of data ware-
house and OLAP are discussed, such as discovery-driven cube exploration, multifeature
cubes for complex data mining queries, and cube gradient analysis. Attribute-oriented
induction, an alternative method for data generalization and concept description, is
also discussed.

Chapter 5 presents methods for mining frequent patterns, associations, and corre-
lations in transactional and relational databases and data warehouses. In addition to
introducing the basic concepts, such as market basket analysis, many techniques for fre-
quent itemset mining are presented in an organized way. These range from the basic
Apriori algorithm and its variations to more advanced methods that improve on effi-
ciency, including the frequent-pattern growth approach, frequent-pattern mining with
vertical data format, and mining closed frequent itemsets. The chapter also presents tech-
niques for mining multilevel association rules, multidimensional association rules, and
quantitative association rules. In comparison with the previous edition, this chapter has
placed greater emphasis on the generation of meaningful association and correlation
rules. Strategies for constraint-based mining and the use of interestingness measures to
focus the rule search are also described.

Chapter 6 describes methods for data classification and prediction, including decision
tree induction, Bayesian classification, rule-based classification, the neural network tech-
nique of backpropagation, support vector machines, associative classification, k-nearest
neighbor classifiers, case-based reasoning, genetic algorithms, rough set theory, and fuzzy
set approaches. Methods of regression are introduced. Issues regarding accuracy and how
to choose the best classifier or predictor are discussed. In comparison with the corre-
sponding chapter in the first edition, the sections on rule-based classification and support
vector machines are new, and the discussion of measuring and enhancing classification
and prediction accuracy has been greatly expanded.

Cluster analysis forms the topic of Chapter 7. Several major data clustering approaches
are presented, including partitioning methods, hierarchical methods, density-based
methods, grid-based methods, and model-based methods. New sections in this edition
introduce techniques for clustering high-dimensional data, as well as for constraint-
based cluster analysis. Outlier analysis is also discussed.

Chapters 8 to 10 treat advanced topics in data mining and cover a large body of
materials on recent progress in this frontier. These three chapters now replace our pre-
vious single chapter on advanced topics. Chapter 8 focuses on the mining of stream
data, time-series data, and sequence data (covering both transactional sequences and
biological sequences). The basic data mining techniques (such as frequent-pattern min-
ing, classification, clustering, and constraint-based mining) are extended for these types
of data. Chapter 9 discusses methods for graph and structural pattern mining, social
network analysis and multirelational data mining. Chapter 10 presents methods for
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mining object, spatial, multimedia, text, and Web data, which cover a great deal of new
progress in these areas.

Finally, in Chapter 11, we summarize the concepts presented in this book and discuss
applications and trends in data mining. New material has been added on data mining for
biological and biomedical data analysis, other scientific applications, intrusion detection,
and collaborative filtering. Social impacts of data mining, such as privacy and data secu-
rity issues, are discussed, in addition to challenging research issues. Further discussion
of ubiquitous data mining has also been added.

The Appendix provides an introduction to Microsoft’s OLE DB for Data Mining
(OLEDB for DM).

Throughout the text, italic font is used to emphasize terms that are defined, while bold
font is used to highlight or summarize main ideas. Sans serif font is used for reserved
words. Bold italic font is used to represent multidimensional quantities.

This book has several strong features that set it apart from other texts on data min-
ing. It presents a very broad yet in-depth coverage from the spectrum of data mining,
especially regarding several recent research topics on data stream mining, graph min-
ing, social network analysis, and multirelational data mining. The chapters preceding
the advanced topics are written to be as self-contained as possible, so they may be read
in order of interest by the reader. All of the major methods of data mining are pre-
sented. Because we take a database point of view to data mining, the book also presents
many important topics in data mining, such as scalable algorithms and multidimensional
OLAP analysis, that are often overlooked or minimally treated in other books.

To the Instructor

This book is designed to give a broad, yet detailed overview of the field of data mining, It
can be used to teach an introductory course on data mining at an advanced undergraduate
level or at the first-year graduate level. In addition, it can also be used to teach an advanced
course on data mining.

If you plan to use the book to teach an introductory course, you may find that the
materials in Chapters 1 to 7 are essential, among which Chapter 4 may be omitted if you
do not plan to cover the implementation methods for data cubing and on-line analytical
processing in depth. Alternatively, you may omit some sections in Chapters 1 to 7 and
use Chapter 11 as the final coverage of applications and trends on data mining.

If you plan to use the book to teach an advanced course on data mining, you may use
Chapters 8 through 11. Moreover, additional materials and some recent research papers
may supplement selected themes from among the advanced topics of these chapters.

Individual chapters in this book can also be used for tutorials or for special topics
in related courses, such as database systems, machine learning, pattern recognition, and
intelligent data analysis.

Each chapter ends with a set of exercises, suitable as assigned homework. The exercises
are either short questions that test basic mastery of the material covered, longer questions
that require analytical thinking, or implementation projects. Some exercises can also be
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used as research discussion topics. The bibliographic notes at the end of each chapter can
be used to find the research literature that contains the origin of the concepts and meth-
ods presented, in-depth treatment of related topics, and possible extensions. Extensive
teaching aids are available from the book’s websites, such as lecture slides, reading lists,
and course syllabi.

To the Student

We hope that this textbook will spark your interest in the young yet fast-evolving field of
data mining. We have attempted to present the material in a clear manner, with careful
explanation of the topics covered. Each chapter ends with a summary describing the main
points. We have included many figures and illustrations throughout the text in order to
make the book more enjoyable and reader-friendly. Although this book was designed as
a textbook, we have tried to organize it so that it will also be useful to you as a reference
book or handbook, should you later decide to perform in-depth research in the related
fields or pursue a career in data mining.
What do you need to know in order to read this book?

You should have some knowledge of the concepts and terminology associated with
database systems, statistics, and machine learning. However, we do try to provide
enough background of the basics in these fields, so that if you are not so familiar with
these fields or your memory is a bit rusty, you will not have trouble following the
discussions in the book.

You should have some programming experience. In particular, you should be able to
read pseudo-code and understand simple data structures such as multidimensional

arrays.

To the Professional

This book was designed to cover a wide range of topics in the field of data mining. As a
result, it is an excellent handbook on the subject. Because each chapter is designed to be
as stand-alone as possible, you can focus on the topics that most interest you. The book
can be used by application programmers and information service managers who wish to
learn about the key ideas of data mining on their own. The book would also be useful for
technical data analysis staff in banking, insurance, medicine, and retailing industries who
are interested in applying data mining solutions to their businesses. Moreover, the book
may serve as a comprehensive survey of the data mining field, which may also benefit
researchers who would like to advance the state-of-the-art in data mining and extend
the scope of data mining applications.

The techniques and algorithms presented are of practical utility. Rather than select-
ing algorithms that perform well on small “toy” data sets, the algorithms described
in the book are geared for the discovery of patterns and knowledge hidden in large,
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real data sets. In Chapter 11, we briefly discuss data mining systems in commercial
use, as well as promising research prototypes. Algorithms presented in the book are
illustrated in pseudo-code. The pseudo-code is similar to the C programming lan-
guage, yet is designed so that it should be easy to follow by programmers unfamiliar
with C or C++. If you wish to implement any of the algorithms, you should find the
translation of our pseudo-code into the programming language of your choice to be
a fairly straightforward task.

Book Websites with Resources

The book has a website at www.cs.uiuc.edu/~hanj/bk2 and another with Morgan Kauf-
mann Publishers at www.mkp.com/datamining2e. These websites contain many sup-
plemental materials for readers of this book or anyone else with an interest in data
mining. The resources in¢lude:

» Slide presentations per chapter. Lecture notes in Microsoft PowerPoint slides are
available for each chapter.

n Artwork of the book. This may help you to make your own slides for your class-
room teaching,

® Instructors’ manual. This complete set of answers to the exercises in the book is
available only to instructors from the publisher’s website,

m Course syllabi and lecture plan. These are given for undergraduate and graduate
versions of introductory and advanced courses on data mining, which use the text
and slides.

s Supplemental reading lists with hyperlinks. Seminal papers for supplemental read-
ing are organized per chapter.

» Links to data mining data sets and software. We will provide a set of links to data
mining data sets and sites containing interesting data mining software pack-
ages, such as IlliMine from the University of Illinois at Urbana-Champaign
(http:/fillimine.cs.uiuc.edu).

® Sample assignments, exams, course projects. A set of sample assignments, exams,
and course projects will be made available to instructors from the publisher’s
website,

u Table of contents of the book in PDF.

= Errata on the different printings of the book. We welcome you to point out any
errors in the book. Once the error is confirmed, we will update this errata list and
include acknowledgment of your contribution.

Comments or suggestions can be sent to hanj@cs.uiuc.edu. We would be happy to
hear from you.



Preface xv

Acknowledgments for the First Edition of the Book

We would like to express our sincere thanks to all those who have worked or are cur-
rently working with us on data mining-related research and/or the DBMiner project, or
have provided us with various support in data mining. These include Rakesh Agrawal,
Stella Atkins, Yvan Bedard, Binay Bhattacharya, (Yandong) Dora Cai, Nick Cercone,
Surajit Chaudhuri, Sonny H. S. Chee, Jianping Chen, Ming-Syan Chen, Qing Chen,
Qiming Chen, Shan Cheng, David Cheung, Shi Cong, Son Dao, Umeshwar Dayal,
James Delgrande, Guozhu Dong, Carole Edwards, Max Egenhofer, Martin Ester, Usama
Fayyad, Ling Feng, Ada Fu, Yongjian Fu, Daphne Gelbart, Randy Goebel, Jim Gray,
Robert Grossman, Wan Gong, Yike Guo, Eli Hagen, Howard Hamilton, Jing He, Larry
Henschen, Jean Hou, Mei-Chun Hsu, Kan Hu, Haiming Huang, Yue Huang, Julia
Itskevitch, Wen Jin, Tiko Kameda, Hiroyuki Kawano, Rizwan Kheraj, Eddie Kim, Won
Kim, Krzysztof Koperski, Hans-Peter Kriegel, Vipin Kumar, Laks V. S. Lakshmanan,
Joyce Man Lam, James Lau, Deyi Li, George (Wenmin) Li, Jin Li, Ze-Nian Li, Nancy
Liao, Gang Liu, Junqiang Liu, Ling Liu, Alan (Yijun) Lu, Hongjun Lu, Tong Lu, Wei Lu,
Xuebin Lu, Wo-Shun Luk, Heikki Mannila, Runying Mao, Abhay Mehta, Gabor Melli,
Alberto Mendelzon, Tim Merrett, Harvey Miller, Drew Miners, Behzad Mortazavi-Asl,
Richard Muntz, Raymond T. Ng, Vicent Ng, Shojiro Nishio, Beng-Chin Ooi, Tamer
Ozsu, Jian Pei, Gregory Piatetsky-Shapiro, Helen Pinto, Fred Popowich, Amynmo-
hamed Rajan, Peter Scheuermann, Shashi Shekhar, Wei-Min Shen, Avi Silberschatz,
Evangelos Simoudis, Nebojsa Stefanovic, Yin Jenny Tam, Simon Tang, Zhaohui Tang,
Dick Tsur, Anthony K. H. Tung, Ke Wang, Wei Wang, Zhaoxia Wang, Tony Wind, Lara
Winstone, Ju Wu, Betty (Bin) Xia, Cindy M. Xin, Xiaowei Xu, Qiang Yang, Yiwen Yin,
Clement Yu, Jeffrey Yu, Philip S. Yu, Osmar R. Zaiane, Carlo Zaniolo, Shuhua Zhang,
Zhong Zhang, Yvonne Zheng, Xiaofang Zhou, and Hua Zhu. We are also grateful to
Jean Hou, Helen Pinto, Lara Winstone, and Hua Zhu for their help with some of the
original figures in this book, and to Eugene Belchev for his careful proofreading of
each chapter.

We also wish to thank Diane Cerra, our Executive Editor at Morgan Kaufmann
Publishers, for her enthusiasm, patience, and support during our writing of this book,
as well as Howard Severson, our Production Editor, and his staff for their conscien-
tious efforts regarding production. We are indebted to all of the reviewers for their
invaluable feedback. Finally, we thank our families for their wholehearted support
throughout this project.

Acknowledgments for the Second Edition of the Book

We would like to express our grateful thanks to all of the previous and current mem-
bers of the Data Mining Group at UIUC, the faculty and students in the Data and
Information Systems (DAIS) Laboratory in the Department of Computer Science,
the University of Illinois at Urbana-Champaign, and many friends and colleagues,



xvi Preface

whose constant support and encouragement have made our work on this edition a
rewarding experience. These include Gul Agha, Rakesh Agrawal, Loretta Auvil, Peter
Bajcsy, Geneva Belford, Deng Cai, Y. Dora Cai, Roy Cambell, Kevin C.-C. Chang, Sura-
jit Chaudhuri, Chen Chen, Yixin Chen, Yuguo Chen, Hong Cheng, David Cheung,
Shengnan Cong, Gerald DeJong, AnHai Doan, Guozhu Dong, Charios Ermopoulos,
Martin Ester, Christos Faloutsos, Wei Fan, Jack C. Feng, Ada Fu, Michael Garland,
Johannes Gehrke, Hector Gonzalez, Mehdi Harandi, Thomas Huang, Wen Jin, Chu-
lyun Kim, Sangkyum Kim, Won Kim, Won-Young Kim, David Kuck, Young-Koo Lee,
Harris Lewin, Xiaolei Li, Yifan Li, Chao Liu, Han Liu, Huan Liu, Hongyan Liu, Lei Liu,
Ying Lu, Klara Nahrstedt, David Padua, Jian Pei, Lenny Pitt, Daniel Reed, Dan Roth,
Bruce Schatz, Zheng Shao, Marc Snir, Zhaohui Tang, Bhavani M. Thuraisingham, Josep
Torrellas, Peter Tzvetkov, Benjamin W. Wah, Haixun Wang, Jianyong Wang, Ke Wang,
Muyuan Wang, Wei Wang, Michael Welge, Marianne Winslett, Ouri Wolfson, Andrew
Wu, Tianyi Wu, Dong Xin, Xifeng Yan, Jiong Yang, Xiaoxin Yin, Hwanjo Yu, Jeffrey
X. Yu, Philip S. Yu, Maria Zemankova, ChengXiang Zhai, Yuanyuan Zhou, and Wei
Zou. Deng Cai and ChengXiang Zhai have contributed to the text mining and Web
mining sections, Xifeng Yan to the graph mining section, and Xiaoxin Yin to the mul-
tirelational data mining section. Hong Cheng, Charios Ermopoulos, Hector Gonzalez,
David J. Hill, Chulyun Kim, Sangkyum Kim, Chao Liu, Hongyan Liu, Kasif Manzoor,
Tianyi Wu, Xifeng Yan, and Xiaoxin Yin have contributed to the proofreading of the
individual chapters of the manuscript.

We also which to thank Diane Cerra, our Publisher at Morgan Kaufmann Pub-
lishers, for her constant enthusiasm, patience, and support during our writing of this
book. We are indebted to Alan Rose, the book Production Project Manager, for his
tireless and ever prompt communications with us to sort out all details of the pro-
duction process. We are grateful for the invaluable feedback from all of the reviewers.
Finally, we thank our families for their wholehearted support throughout this project.



