Valentina Marioli

Towards Virtual Synchrony in
Wireless Sensor Networks

Design, implementation and evaluation of a
broadcast protocol using Virtual Synchrony in
Wireless Sensor Networks

\ EA

R PR vy




Valentina Marioli

Towards Virtual Synchrony in Wireless
Sensor Networks

Design, implementation and evaluation of a broadcast
protocol using Virtual Synchrony in Wireless Sensor

Networks

Edizioni Accademiche Italiane



Impressum / Imprint

Bibliografische Information der Deutschen Nationalbibliothek: Die Deutsche
Nationalbibliothek verzeichnet diese Publikation in der Deutschen Nationalbibliografie;
detaillierte bibliografische Daten sind im Internet tber http:/dnb.d-nb.de abrufbar.

Alle in diesem Buch genannten Marken und Produktnamen unterliegen warenzeichen-,
marken- oder patentrechtlichem Schutz bzw. sind Warenzeichen oder eingetragene
Warenzeichen der jeweiligen Inhaber. Die Wiedergabe von Marken, Produktnamen,
Gebrauchsnamen, Handelsnamen, Warenbezeichnungen u.s.w. in diesem Werk berechtigt
auch ohne besondere Kennzeichnung nicht zu der Annahme, dass solche Namen im Sinne
der Warenzeichen- und Markenschutzgesetzgebung als frei zu betrachten waren und
daher von jedermann benutzt werden durften.

Bibliographic information published by the Deutsche Nationalbibliothek: The Deutsche
Nationalbibliothek lists this publication in the Deutsche Nationalbibliografie; detailed
bibliographic data are available in the Internet at http:/dnb.d-nb.de.

Any brand names and product names mentioned in this book are subject to trademark,
brand or patent protection and are trademarks or registered trademarks of their respective
holders. The use of brand names, product names, common names, trade names, product
descriptions etc. even without a particular marking in this works is in no way to be
construed to mean that such names may be regarded as unrestricted in respect of
trademark and brand protection legislation and could thus be used by anyone.

Coverbild / Cover image: www.ingimage.com

Verlag / Publisher:

Edizioni Accademiche Italiane

ist ein Imprint der/ is a trademark of

OmniScriptum GmbH & Co. KG

Heinrich-Bocking-Str. 6-8, 66121 Saarbriicken, Deutschland / Germany
Email: info@edizioni-ai.com

Herstellung: siehe letzte Seite /
Printed at: see last page
ISBN: 978-3-639-70419-8

Copyright © 2014 OmniScriptum GmbH & Co. KG
Alle Rechte vorbehalten. / All rights reserved. Saarbriicken 2014



Valentina Marioli

Towards Virtual Synchrony in Wireless Sensor Networks



oL, B SEEEPDRIE U 0] : www. ertongbook. com



List of abbreviations

ACK

AP

BS

CH
CSMA/CA
FEC
FIFO
GSM
MAC

NIC
OMNeT++
OVS

VS

WSN

Acknowledgement

Access Point

Base Station

Cluster Head

Carrier Sense Multiple Access/Collision Avoidance
Forward error correction

First In First Out

Group Membership Service

Medium Access Control

Network Interface Card

Objective Modular Network Testbed in C++
Optimistic Virtual Synchrony

Virtual Synchrony

Wireless Sensor Network

VI



Acknowledgments

This thesis was conducted at the Swedish Institute of Computer

Science (SICS) in Stockholm, Sweden.

It is a pleasure to thank the many people who made this thesis
possible. First of all thanks to Dott. Luca Mottola whose expertise,
understanding, and patience added considerably to my graduate
experience. Thanks for his many helpful comments on various drafts of
this thesis; without his guidance, this thesis would not have been
possible. My gratitude to Prof. Stefano Chessa for giving me the

precious opportunity to study and live in Sweden and for his guidance.

I would like to thank my friends for their continuous support
through the completion of this thesis. I would also like to thank all the
people who have made my stay in Sweden a memorable experience.

Lastly, and most importantly, | wish to thank my family for their
support - my parents for allowing me to realize my dream and believing
that I could get it and my brother and my sister for their advice and
encouragement.

To them | dedicate this thesis.

Vil



Abstract

This thesis presents the design, implementation and evaluation of a
broadcast protocol using Virtual Synchrony paradigm in order to
guarantee data consistency on sensors in a Wireless Sensor Network.

Virtual Synchrony (VS) is a technology, created by Birman and
Joseph in the early 1980's to support distributed applications that
guarantees a strong notion of consistency. A virtually synchronous
environment allows processes to be structured into process groups, and
makes events like broadcasts to the group as an entity, group
membership changes, and even migration of an activity from one place
to another appear to occur instantaneously — in other words,
synchronously.

The thesis can be divided into two parts: the first contains an
introduction to the main concepts: Wireless Sensor Networks (WSN)s,
fault tolerance and VS. Since, WSNs are a collection of nodes organized
into a distributed system, we can see each sensor as a replica, so we
propose a broadcast protocol to guarantee consistency among sensors
and explain how using VS we can improve fault tolerance. In the second
part, we describe the design of a simulation of our protocol and evaluate
the results. The simulation is based on the OMNeT++, a C++-based open

simulation framework. We evaluate the proposal protocol by comparing

VI



the results of different network topologies and a generic broadcast
protocol without guarantees.

The results obtained with the simulation developed are satisfactory
because the tests show that using VS paradigm in WSNs we increase the
number of messages successfully delivered. However, the tests show that
a protocol designed to be fault tolerant presents, even in the absence of

failures, worse performance than one which does not tolerate failures.



Table of Contents

List Of abbreviations.........cveviiieiiiinie s e VI
ACKNOWIEAZMENTS. .cviiiiiiiiiiiiiiie e VII
ADSIIACT. ... VIII
Chapter |
INErOAUCTION. ...t |
1.1 Contributions of This TReSIS ......cccocerviiiiiiiieiiiie e 3
1.2 Thesis Organization........c.coceeoveiriicieiieieesieie oo 4
Chapter 2
Back@round.......ccooiiiiiiie e 6
2.1 Virtual Synchrony.....oocooo e e 6
B T B T U OO 7
2.1.2 Implementing Virtual Synchrony.........ccccocoovevinieiniieieneenen. 8
2.1.3 Message Ordering......cccoeeiiieiienieeeie e 10
2.1.4 Group Membership.........cccooiiieiirineeies e 10
2.1.5 Variants Virtual Synchrony..........ccccoeoeveiiiiiicieie e 12
2.1.6 Major virtual synchrony platforms..........c.ccccooceriviirienennn. 14
2.2 Wireless Sensor NEtWOrK.........coeriiievrniieiieie e 16
2.2.1 EVOIULION. ..ottt 16
2. 2.2 APPIICATIONS s suuss crmesvesnasiosiaivssiiontassss ros sssssa thssssossntonsaissnsanes 18
2.2.3 MOAEl oo e 21
2.2.4 Routing Protocols for Wireless Sensor Networks................. 24
2.2.5 Neighbor diSCOVEIY...ccoiimiiiiiieieee et 27
2.2.6 Attributes 0f WSN. ... 28
2.2.7 Major causes Of eNergy Waste.........cooeeeeererererreierinieeeeenneans 30
2.2.8 Protocol StacK.......cccoiiiiiiiiiiieiiiice e 30



2.2.9 Radio Options for the Physical Layer.............ccccocconininnnnn 32

2.3 Fault toleranice in WSNS.cunu s ssssioes 35
2.3.1 Fault Tolerance at Different Levels ........ccococvineviicninnnnnn. 35
2.3.2 Fault Detection and RE€COVETY......coviveeieeieirieeieecieeieieie 37

Chapter 3
Design CoNSIAErations ... s ssssevisssssssassessssssmsnsssmanisossussons isperasissnsassasinns 41

3.1 REQUIFEINENTS cosecvssimemssasssmmmusssesrossmessssstnssemsises symoisserssrisd 41

3.2 Alporithin deSCHAPIION e ssssssenssmmssmmmsssmsmanrsvesusymerserssd 42
3.2.1 A new sensor joins the network.........ccocoviiiiviniiiiiiincnne. 46
3.2.2 A seniSOTTailS. . couuisisissssssisssssivmansnssssmsssmasessessessses rsassmnanyenss 47
3.2.3 A sensorrejoins the network.......coooooiiiiiiiiiiiiii 50
3.2.4 A sensor changes CIUSTEr..........ccoiuioeiiiciiiii e 52

Chapter 4
PropoSEd PEOTOCO] suescessvmnyssenm srssummons smsmisssasmunssessssiensesianssensssvs svasassore 54

4.1 Sensor Node ArchiteCture. .........ocoeeveieicicciiiiiiiic e 54

4.2 SIMUIATION. ..t e e s 55
4.2.1 Topology Changes and Clustering Protocol.......................... 56
4.2.2 Broadcasts MESSAZES. .......ccvuriiririiiriiie e e e 57
4.2.3 Neighbor discovery protocol.........cccccccociuiininiciiiccicnncne. 63
4.2.4 View Chan@es..........coiriiiiiiiciiiiieeiie e 63

4.3 SOftware tOOIS......coiiiiiiciecie e 64
431 OMNETH ittt 65
4.3.2 MiXiMu ottt 67

Chapter 5

Performance Evaluation ..........c.ccooiiiciiiiiiiiiceis e 69
5.1 PATAIMCIETS...ovscvmsrrremessssssssmsasarsnssoamsansaseromsnnssasassnisinssmessasnassss sons 69
5.2 Basic aSSUMPLIONS........covioiriiiiiiiciieeineseeeesc e s e 70



5.3 Simulation results and disCuSSION.........cooeiiiieiiiciiiiiniii e 70
RO B 5 113 1 o SO RRPT P 70
5.3.2 Energy CONSUMPLION.....c.ectiirierirereeeeeneeiercsieie e s 72
5.3.3 Fault tolerance......ccooieviiiiiniicieniiiicciescees e 73
5.3.4 Scalability...veccieieie i e 75
5.3.5 ConcluSIONS....coiviciirieieirce it 80

Chapter 6
Conclusion and future Worki.......coccoveviiiieciee s 82
REfEIENCES...cvviiiiiiiiiiie i 85



1. Illustration Index

Figure 2.1: Virtual Synchrony...........c.ccocoviioiiiiciciecceie e 9
Figure 2.2: Evolution of Sensor Node...........ccocociiiiiiii e 17
Figure 2.3: Components of Wireless Sensor Networks............c.ccceceeeeee. 21
Figure 2.4: Components of a Wireless Sensor Node............................. 22
Figure 2.5: Protocol Stack...........oocoiiiieiiiiiiiiiiiiieecieiccee e e 31
Figure 3.1: Two-Tiered Wireless Sensor Networks .........cccccooieiccinnenns 43
Figure 3.2: Communication layer...........cooeoieiimiiiieiiiiiceee e 4

Figure 3.3: V1 = {BS, S1, S2, S3, S4, S5, S6, S7}, SI and S2 are CHs.45
Figure 3.4: a) S8 joins the network and sends a message to announce its
presence in the network; b) BS sends a view-change message for V2.. .47
Figure 3.5: a)S1 crashes b)When the fault is detected, S5 becomes CH
and then BS sends a view-change message for V22..........ccccccciiiiennns 48
Figure 3.6: a)S3 crashes b)When the fault is detected, BS sends a view-
changemessage for V2 susnmnmmmsiammsasmnmisissmsmm o 49
Figure 3.7: a)S3 rejoins the network b)BS sends a new view and S3 can
join the group, after its state has been brought up to date...................... 50
Figure 3.8: a)S3 timer has expired b)BS sends a new view and S3 can
join the group, after its state has been brought up to date....................... 51
Figure 3.9: a)S5 leaves cluster A and joins another cluster B b)The
change is instantaneous and m is delivered by the new CH (S2)............ 52
Figure 3.10: a)S5S moves when m1 is sent, but it's not reachable from S|
and S2 b)SS5 is reachable from S2 during the same view, but m2 can not
be delivered to S5 because S5 has been idle for a long time, the state of
S5 has been brought Up:t0 date. cueimsssssusvsmmsiionsssessssmimisssssssiinisanss 53

Figure 4.1: Architecture of @ Sensor NOde.........ccoerrveerereiiereireieeiiiinanes 55



Fipiite 4.2; Oracle Module... cussmsssssmnsemsmssmsmsamme s sss s 57
Flgure 4.3: BS sends a broadcast message and wait for a
acknowledgement MESSAB uswssms e imesssmsassassvnovis sois svastasonsots 58
Figure 4.4: CHs save message, forward it to sensors and send an
acktiowledgetent mMessage 10 BSiommrmsminarismsemsmasamsamonssismassvos 59
Figure 4.5: a)A message m has became stable in a cluster, but not in the

other one b)S2 resends m ¢) m has became stable in the whole network

................................................................................................................. 61
Figure 4.6: a)S2 communicates to BS that m has became stable in the
second cluster too b)BS sends the delivery order to Sensors..........c.eueee. 62
Figure 4.7: Simulation network........cccovvviviiiiiiiiciiicinie e 67
Figure S5.1: LatenCy.ccciieiiiiieieiee e 71
Figure 5.2: Exchanged messages........ccoeeiierieriincieniesiieeseeeeetieeae s 73
Figure 5.3: LOSt MESSAZES.cccvviiiiiiiniiiiiiiiiiii e ceine s 74
Figure 5.4: Initial topologies used in the simulations...........c.cccccvnennns 76
Figure 5.5: LOSt MESSAZES.cuueivieieiiriereiieieiicniessicsiis e abas s stisssiaa s 77
Figure 5.6: Maximum and average broadcasts latency.............ccccccccueee. 78
Figure 5.7: Maximum and average view messages latency.................... 78
Figure 5.8: Network traffic.........ccocoieiiiiiiiiicn s 79
Figure 5.9: View Changes.. ..o sussssssssmassmassmsinsassssssssssovesmaavosss s 80



Chapter 1

Introduction

Virtual synchrony is a convenient paradigm for developing distributed
applications in asynchronous systems in which processes may crash,
messages may get lost, and the communication network may get
partitioned, since it simulates a reliable delivery fail-stop model to the
application. Virtual synchrony creates an illusion to the application
that it runs in an environment in which crashed processes are always
detected, and if a certain process is suspected of being crashed, then
this process has really crashed. This is done by presenting processes
with views, which consists of the set of currently reachable and
operational processes. The system then guarantees that between every
two consecutive views vl and v2, no message that was sent from a
process not in v1 can be delivered and that all processes that appear in
both vI and v2 have to see the same set of messages. In particular, the
use of virtually synchronous communication systems greatly
simplifies the task of developing replicated services: It is possible to
send a message to the entire set of processes, and the system would
ensure that all live replicas will receive a copy of the message.

Moreover, if one of the replicas would become faulty, other replicas



will learn about it by receiving a new view which does not include the
crashed replica, and one of the live replicas would take over the job of
the crashed replica.

Wireless Sensor Networks (WSN)s are a collection of nodes
organized into a distributed systems. Each node consists of processing
capability (one or more microcontrollers, CPUs or DSP chips), may
contain multiple types of memory (program, data and flash memories),
have a RF transceiver (usually with a single omni-directional
antenna), have a power source (e.g., batteries and solar cells), and
accommodate various sensors and actuators. The nodes communicate
wirelessly and often self-organize after being deployed in an ad hoc
fashion.

The feasible applications of WSN can be classified into
environmental, military, health, and home applications, etc. Some of
these applications should send the sensed data in real-time and be
recovered even if the unexpected failures have been occurred.
Otherwise, we may suffer from severe damage on economic or
environment. Here, we call these applications as “mission-critical”
applications over WSN. The typical examples of these applications are
fire alarm, monitoring of toxic area, habitat monitoring, radiation leak
in nuclear power plant, and surveillance reconnaissance, etc. In these
applications, reliable and timely delivery of sensory data plays a
crucial role in the success of the mission. Factors such as hardware
defects, energy depletion and considerations about the environment
where the network is deployed affect their reliability. The goal is to
provide reliable storage over an unreliable network. Replication can
be used to provide data availability. In the context of sensor networks,
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the biggest challenge is the placement and management of replicas.
Properties of virtual synchrony make it especially beneficial for
“mission-critical” applications to maintain consistency of replicas.
Unfortunately, existing systems that support a virtually synchronous
communication paradigm cannot be directly applied to wireless sensor
networks and a new solution is necessary. The main reason is that the
set of assumptions has changed dramatically. Existing VS research has
assumed that the systems are wired, have unlimited power, have a
fixed set of resources, treat each node in the system as very important
and are location independent. In contrast, for wireless sensor
networks, the systems are wireless, have scarce power, have
dynamically changing sets of resources, aggregate behavior is

important and location is critical.

1.1 Contributions of This Thesis

This thesis takes the first steps towards the use of Virtual Synchrony
in Wireless Sensor Networks. In order to guarantee replica set
reliability, we present the design, implementation and evaluation of a
broadcast protocol using Virtual Synchrony paradigm.

We image to have a two-tiered wireless sensor network
organized as a number of clusters where each sensor node belongs to
only one cluster. Some nodes are treated as cluster heads (CH) and
have additional responsibilities (e.g. data gathering, data aggregation
and routing) compared to the remaining nodes. All nodes in the

network act as sensor nodes collecting information from the



