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Preface

Wireless networking is gaining significant momentum in several areas of application
due to advantages encompassing mobility, reconfigurability, easy commissioning,
and spatio-temporal sensing. While initial focus of wireless networking has been
on communication and sensing alone, a new field now has emerged that uses the
same communication channel for enabling network control. This leads to several
interesting issues and possibilities that are not typically encountered in traditional
wire-based network control. This book will emphasize on and outline some of those
issues from the standpoints of both theory and applications with focus on the core
theme of control using wireless network and control of the information exchanged
over the wireless network. Broadly, the topics covered in this book encompass the
following:

e Robust stabilization of wireless network control systems in the presence of
delays, packet drop out, fading
State estimation over wireless network under random measurement delay
Distributed optimization algorithm for addressing feedback delay and network-
throughput tradeoff in wireless control-communication network
Cyber-physical control over wireless sensor and actuator networks

e Estimation of a dynamical system over a wireless fading channel using Kalman
filter

e Control over wireless multi-hop networks based on time-delay and finite spec-
trum assignment
Position localization in wireless sensor networks
Cross-layer optimized-based protocols for control over wireless sensor networks
Rendezvous problem and consensus protocols for application in control of dis-
tributed mobile wireless networks

e Redeployment control of mobile sensors for enhancing wireless network quality
and channel capacity

o Design of IEEE 802.15.4-based performance-metrics-optimizing distributed
and adaptive algorithms and protocols for wireless control and monitoring
applications

e Coordinated control over low-frequency-radio-based ad-hoc underwater wireless
communication network



vi Preface

It is my sincere hope that, by providing an overview on important, interesting,
and relevant issues related to wireless network-based control, this book, which
represents the work of motivated researchers, will provide a great service to the
community and create greater interest in this rapidly growing field.

Chicago, Illinois, USA Sudip K. Mazumder
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Chapter 1
Implementation Considerations For Wireless
Networked Control Systems

Payam Naghshtabrizi and Joao P. Hespanha

Abstract We show that delay impulsive systems are a natural framework to model
wired and wireless NCSs with variable sampling intervals and delays as well as
packet dropouts. Then, we employ discontinuous Lyapunov functionals to charac-
terize admissible sampling intervals and delays such that exponential stability of
NCS is guaranteed. These results allow us to determine requirements needed to es-
tablish exponential stability, which is the most basic Quality of Performance (QoP)
required by the application layer. Then we focus on the question of whether or not
the Quality of Service (QoS) provided by the wireless network suffices to fulfill the
required QoP. To answer this question, we employ results from real-time scheduling
and provide a set of conditions under which the desired QoP can be achieved.

Keywords Network control system - Quality of service - Quality of performance -
Lyapunov functional - Delay - Scheduling - Control - Sampling - System

1.1 Introduction

Network Control Systems (NCSs) are spatially distributed systems in which the com-
munication between sensors, actuators, and controllers occurs through a shared
band-limited digital communication network, as shown in Fig. 1.1. There are two
types of NCSs in terms of medium used at the physical layer: wired and wireless.
Wired NCSs have been used widely in automotive and aerospace industry [14] to
reduce weight and cost, increase reliability and connectivity. Particularly drive-by-
wire and fly-by-wire systems have shown a high penetration rate in these industries.
In wireless NCSs, the communication relies on the wireless technology and it has
been finding applications in a broad range of areas that in which it is difficult or
expensive to install wire, such as mobile sensor networks [17], HVAC systems [1],
automated highway, and unmanned aerial vehicles [18].

P. Naghshtabrizi (=)
Ford Motor Company, Dearborn, MI, USA
e-mail: pnaghsht @ford.com

S.K. Mazumder (ed.), Wireless Networking Based Control, 1
DOI 10.1007/978-1-4419-7393-1_1,
© Springer Science+Business Media, LLC 2011
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Fig. 1.1 General NCS architecture

In both the wired and wireless domains, use of a shared network — in contrast to
using several dedicated independent connections — introduces new challenges to
NCSs [7]. However, the reduced channel reliability and limited bandwidth that
characterize the wireless domain require special care. In this paper, we mainly fo-
cus on wireless NCSs, although most of the results presented are also applicable
to wired NCSs. Traditional control theory assumes the feedback data to be accu-
rate, timely, and lossless. These assumptions do not hold for wireless NCSs and the
following factors have to be considered:

Sampling and Delay. To transmit a continuous-time signal over a network, the sig-
nal must be sampled, encoded in a digital format, transmitted over the network, and
finally the data must be decoded at the receiver side. This process is significantly
different from the usual periodic sampling in digital control. The overall delay be-
tween sampling and eventual decoding at the receiverside/end can be highly variable
because both the network access delays (i.e., the time it takes for a shared network
to accept data) and the transmission delays (i.e., the time during which data are
in transit inside the network) depend on highly variable network conditions, such
as congestion and channel quality. In some NCSs, the data transmitted are time-
stamped, which means that the receiver may have an estimate of the delay’s duration
and take appropriate corrective action.

Packet dropout. Another significant difference between NCSs and standard digital
control is the possibility that data may be lost while in transit through the network.
Typically, packet dropouts result from transmission errors in physical network links
(which is far more common in wireless than in wired networks) or from buffer
overflows due to congestion. Long transmission delays sometimes result in packet

reordering, which essentially amounts to a packet dropout if the receiver discards
“outdated” arrivals.

Systems architecture. Figure 1.1 shows the general architecture of an NCS. In this
figure, the encoder blocks map measurements into streams of “symbols” that can
be transmitted across the network. Encoders serve two purposes: they decide when
to sample a continuous-time signal for transmission and what to send through the
network. Conversely, the decoder blocks perform the task of mapping the streams
of symbols received from the network into continuous actuation signals. One could
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Fig. 1.2 Single-loop NCS lml
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also include in Fig. 1.1 encoding/decoding blocks to mediate the controllers’ access
to the network. Throughout this paper, the encoder is simply a sampler and the
decoder is a hold. However, in Sect. 1.3.1.3 we will consider more sophisticated
encoder/decoder pairs.

Most of the research on NCSs considers structures simpler than the general one
depicted in Fig. 1.1. For example, some controllers may be collocated (and therefore
can communicate directly) with the corresponding actuators. It is also often common
to consider a single feedback loop as in Fig. 1.2. Although considerably simpler than
the system shown in Fig. 1.1, this architecture still captures many important char-
acteristics of NCSs, such as bandwidth limitations, variable communication delays,
and packet dropouts. In this paper, we only consider linear plants and controllers;
however, some of the results can be extended to nonlinear systems [11].

In Sects. 1.2 and 1.3, we show that delay impulsive systems provide a natural
framework to model (wireless) NCSs with variable sampling intervals and delays as
well as packet dropouts. Then, we employ discontinuous Lyapunov functionals to
derive a condition that can be used to guarantee stability of the closed-loop NCS.
This condition is expressed in the form of a set of LMIs that can be solved nu-
merically using software packages such as MATLAB. By solving these LMIs, one
can characterize admissible sampling intervals and delays for which exponential
stability of the NCS is guaranteed.

From a networking perspective, the NCS is implemented using the usual layered
architecture consists of application layer, network layer, MAC layer and physical
layer [10]. From this perspective, our goal is to determine under what conditions
the network can provide stabilization, which is the most basic form of Quality of
Performance (QoP). In essence, the stability conditions place requirements on the
Quality of Service (QoS) that the lower layers need to provide to the application
layer to obtain the desired QoP.

Section 1.4 is focused precisely on determining conditions under which the
network provides a level of QoS that permits the desired application layer QoP.
We review different real-time scheduling policies and identify the ones imple-
mentable on wireless NCSs. Among the discussed policies, the most desirable is
Earliest Deadline First (EDF) because it has the advantage of being a dynamic
algorithm that can adapt to changes in the wireless network. For EDF scheduling, we
provide a set of conditions, often known as scheduling tests in real-time literature,
that when satisfied, ensures the desired QoS of wireless NCS. Finally, in Sect. 1.5,

we address the question of how to implement EDF scheduling policy on LAN
wireless NCSs.
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Notation. We denote the transpose of a matrix P by P’. We write P >0 (or P <0)
when P is a symmetric positive (or negative) definite matrix and we write a sym-

metric matrix [g, g] as [:: g] We denote the limit from below of a signal x(¢)
by x~(t), i.e., x~(t) := lim4; x(7). Given an interval I C R, B(I,R") denotes

the space of real functions from 7 to R” with norm ||¢|| := sup,¢; [¢(?)].¢ €
B(I,R™), where |.| denotes any one of the equivalent norms in R”. x; denotes the
function x; : [-r,0] — R” defined by x,(6) =x(¢ + 6), and r is a fixed positive
constant. x

1.1.1 Related Work

To reduce network traffic in NCSs, significant work has been devoted to finding
maximum allowable transmission interval Tymar that are not overly conserva-
tive (see [7] and references therein). First, we review the related work in which
there is no delay in the control loop. In [21], tmar is computed for linear
and nonlinear systems with Round-Robin (static) or Try-Once-Discard (TOD)
(dynamic) protocols. Nesic et al. [15, 16] study the input—output stability properties
of nonlinear NCSs based on a small gain theorem to find yar for NCSs. Fridman
et al. [6], Naghshtabrizi et al. [13], Yue et al. [24] consider linear NCSs and for-
mulate the problem of finding tmar by solving LMIs. In the presence of variable
delays in the control loop, [5, 12,25] show that for a given lower bound Ty, on the
delay in the control loop, stability can be guaranteed for a less conservative Tyari
than in the absence of the lower bound.

Ye et al. [23] introduced prioritized Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) for mixed wireless traffic, in which some of the network ca-
pacity is devoted to real-time control and monitoring. They introduced and validated
several new algorithms for dynamically scheduling the traffic of wireless NCSs.
We use a similar MAC protocol for the wireless network (more precisely wire-
less LAN networks). Liu and Goldsmith [10] presented a cross layer codesign of
network and distributed controllers and addressed the tradeoff between communi-
cation and controller performance. The designed controller is robust and adaptive
to the.communication faults, such as random delays and packet losses, while the
network should be designed with the goal of optimizing the end-to-end control per-
formance. Tabbara et al. [19] defined the notion of persistently exciting scheduling
protocols and showed that it is a natural property to demand, especially for the de-
sign of wireless NCSs. Xia et al. [22] developed a cross layer adaptive feedback
scheduling scheme to codesign control and wireless communications. The authors
identified that the Deadline Miss Ratio (DMR) is an important factor to determine
the sampling intervals. Consequently, the authors proposed a sampling algorithm
that is the minimum of a function of DMR and maximum sampling period.
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1.2 Delay Impulsive Systems: A Model For NCSs With Variable
Sampling And Delay, SISO Case

Consider the system depicted in Fig. 1.3. The LTI process has a state space model of
the form x(¢) = Ax(t) + Bu(t), where x, u are the state and input of the process.
At the sampling time sg, k € N the process state, x(sx ) is sent to update the process
input to be used as soon as it arrives and it should be kept constant until the next
control command update. We denote the k-th input update time by t), which is
the time instant at which the k-th sample arrives at the destination. In particular,
denoting by 7 the total delay that the k-th sample experiences in the loop, then
tx := S + Tx. The resulting closed-loop system can be written as

Xx(t) = Ax(t) + Bx(sg), t € sk + Tk, Sk+1 + Tk+1), kK € N, (1.1)

We write the resulting closed-loop system (1.1) as an impulsive system of the
form

E()=F&(@), t#u,VkeN (1.2a)
_ | x () _
Ety) = [X(Sk)], t=t,Vk €N, (1.2b)

where

_|AB — |x®
o= [0 0]' §0) = [z(t)]'

The overall state of the system £ is composed of the process state, x, and the hold
state, z where z(t) := x(5x), t € [tk, tk4+1).

1.2.1 NCSs Modeled By Impulsive Systems

Equations (1.2) or (1.1) can be used to model NCSs in which a linear plant x,(z) =
Apxp(t) + Bpup(t) where x, € R"” u, € R™ are the state and the input of the
plant, respectively, is in feedback with a static feedback gain K. At time s;, kK € N
the plant’s state, x (s ), is sent to the controller and the control command K x (s ) is
sent back to the plant to be used as soon as it arrives and it should be kept constant

Sk

u(f) x5
Hold %= Ax+Bu r——/;
Fig. 1.3 An abstract system
with delay 7, where
u(t) = x(s¢) for Delay 7,

t € [sx + T, Sk41 + Tk41) x(sz)




6 P. Naghshtabrizi and J.P. Hespanha

until the next control command update. In particular, denoting by i the total delay
that the k-th sample experiences in the loop, then # := sk +t¢. Then the closed-loop
system can be written as (1.2) with x :==x,, A:= Ap, B:=BpK.

Remark 1. Note that we only index the samples that reach the destination, which
enables us to capture sample drops [24]. Consequently, even if the sampling inter-
vals are constant, because of the sample drops the closed-loop should still be seen
as a system with variable sampling intervals.

1.2.2 Exponential Stability Of SISO NCSs

In this section, we provide conditions in terms of LMIs to guarantee exponential sta-
bility of the linear delay impulsive system in (1.2) which models the NCS described
in Sect. 1.2.1. The system (1.2) is said to be (globally uniformly) exponentially sta-
ble over a given set . of sampling-delay sequences, if there exist ¢, A > 0 such
that for every ({sx}, {tx}) € - and every initial condition x;, the solution to (1.2)
satisfies |x(1)] < c|lxz, le™*¢ %), Vi > 1,.

In this paper, we are mostly interested in class . of admissible sampling-delay
sequences characterized by three parameters: The maximum interval of time Tmari
between a signal is sampled and the following sample arrives at the destination;
the minimum delay Tmin; and the maximum delay Tmax. Specifically, to be consis-
tent with the results in [12,25], and [5], we characterize the admissible set . of
sampling-delay sequences ({sx}, {tx}) such that

Sk+1 + Tk+1 — Sk =< T™ATI, Tmin < Tk =< Tmax- (1.3)

Although we adopt the above characterization, (1.3) is not in a convenient form
to provide the sampling rule. Another characterization is the admissible set .% of
sampling-delay sequences ({sx}, {tx}) such that

Sk+1 — Sk < Vmax, Tmin < Tk < Tmax, (1.4)

which provides an explicit bound on the sampling intervals. Note that if any
sampling-delay sequence belongs to ., it necessarily belongs to . provided that
Ymax ‘= TMATI — Tmax-
The following theorem was proved in [11] based on the Lyapunov functional
t
V:=x'Px + f (P1max —t + 8)X'(s) Ry x(s)ds
t—p)
t

t
+ / (P2max — 1 + $)%'(s) Rast(s)ds + / (tmin — 1 + )¥ (5)Ra(s)ds
4

—p2 1 —Tmin

t—Tmin t
+ f (Prmax—t + ) () Rai(5)ds + (01 mox—Tumin) | #(s)Rask(s)ds
t

—p1 t—Tnin

t
+ / #($)Z ()5 + (01 max — P1)(x — WY X (x — W), (1.5)
t

—Tmin



