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PREFACE

This book is the outgrowth of our teaching advanced undergraduate and gradu-
ate courses over the past 20 years. These courses have been taught to different
audiences, including students in electrical and electronics engineering, computer
engineering, computer science and informatics, as well as to an interdisciplinary
audience of a graduate course on automation. This experience led us to make the
book as self-contained as possible and to address students with different back-
grounds. As prerequisitive knowledge the reader requires only basic calculus,
elementary linear algebra, and some probability theory basics. A number of mathe-
matical tools, such as probability and statistics as well as constrained optimization,
needed by various chapters, are treated in four Appendices. The book is designed
to serve-as a text for advanced undergraduate and graduate students, and it can
be used for either a one- or a two-semester course. Furthermore, it is intended
to be used as a self-study and reference book for research and for the practicing
scientist/engineer. This latter audience was also our second incentive for writing
this book, due to the involvement of our group in a number of projects related to
pattern recognition.

The philosophy of the book is to present various pattern recognition tasks in
a unified way, including image analysis, speech processing, and communication
applications. Despite their differences, these areas do share common features and
their study can only benefit from a unified approach. Each chapter of the book starts
with the basics and moves progressively to more advanced topics and reviews up-
to-date techniques. A number of problems and computer exercises are given at
the end of each chapter and a solutions manual is available from the publisher.
Furthermore, a number of demonstrations based on MATLAB are available via
the web at the book’s site, http://www.di.uoa.gr/~stpatrec.

Our intention is to update the site regularly with more and/or improved versions
of these demonstrations. Suggestions are always welcome. Also at this web site, a
page will be available for typos, which are unavoidable, despite frequent careful

reading. The authors would appreciate readers notifying them about any typos
found.
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This book would have not be written without the constant support and help from a
number of colleagues and students throughout the years. We are especially indebted
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CHAPTER 1

INTRODUCTION

1.1 IS PATTERN RECOGNITION IMPORTANT?

Pattern recognition is the scientific discipline whose goal is the classification of
objects into a number of categories or classes. Depending on the application, these
objects can be images or signal waveforms or any type of measurements that need
to be classified. We will refer to these objects using the generic term patterns.
Pattern recognition has a long history, but before the 1960s it was mostly the
output of theoretical research in the area of statistics. As with everything else, the
advent of computers increased the demand for practical applications of pattem
recognition, which in turn set new demands for further theoretical developments.
As our society evolves from the industrial to its postindustrial phase, automation
in industrial production and the need for information handling and retrieval are
becoming increasingly important. This trend has pushed pattern recognition to the
high edge of today’s engineering applications and research. Pattern recognition is
an integral part in most machine intelligence systems built for decision making.
Machine vision is an area in which pattern recognition is of importance.
A machine vision system captures images via a camera and analyzes them to
produce descriptions of what is imaged. A typical application of a machine vision
system is in the manufacturing industry, either for automated visual inspection or
for automation in the assembly line. For example, in inspection, manufactured
objects on a moving conveyor may pass the inspection station, where the camera
stands, and it has to be ascertained whether there is a defect. Thus, images have
to be analyzed on line, and a pattern recognition system has to classify the objects
into the “defect” or “non-defect” class. After that, an action has to be taken, such as
to reject the offending parts. In an assembly line, different objects must be located
and “recognized,” that is, classified in one of a number of classes known a priori.
Examples are the “screwdriver class,” the “German key class,” and so forth in a
tools’ manufacturing unit. Then a robot arm can place the objects in the right place.
Character (letter or number) recognition is another important area of pattern
recognition, with major implications in automation and information handling.
Optical character recognition (OCR) systems are already commercially available
and more or less familiar to all of us. An OCR system has a “front end” device

1



