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Abstract

Classical video coding standards such as H.26x and MPEG-1/2
are frame-based techniques, and no segmentation of video scenarios
is required. Their high compression performance makes them widely
used in video applications. With the proliferation of multimedia
information, people are no more satisfied with simple navigation of
video contents, but require object-based functionalities. Therefore,
MPEG-4 introduces the concept of video object to support
content-based functionalities. MPEG-7 defines a universal and
normalized description of various multimedia objects. According to
the MPEG-4 verification model, video sequence must be segmented
into semantic video objects. Their motion, shape and texture
information are coded respectively. The main values are: improved
coding efficiency by allocating different bit rate to different video
object in accordance with their importance to human visual system;
object-based scalability so 3s to obtain better visual effect at low bit
rate applications; content-based storage, interactivity and retrieval by
organizing video content according to video object.

Though MPEG-4 introduces the concept of video object, it does
not specify any concrete techniques for obtaining video objects from
video sequence. On one hand, the semantic homogeneity of video
object is hard to be modeled by any low level features, which makes
a generic segmentation algorithm for various video sequences still a
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classical problem to be resolved; On the other hand, priori
knowledge can often be utilized for specific applications.

Therefore, the dissertation focuses on the methodology and
techniques for video object segmentation under the framework of
MPEG-4 and its application in content-based multimedia systems.
The main objectives are as follows. For some specific video
sequences such as head-shoulder sequence, video object
segmentation should meet the real-time performance. Automatic
video segmentation can achieve better results for video sequences
with simple or still background. For sequences with complex
background, semi-automatic segmentation can achieve satisfactory
results, and the human intervention should be simple. Major works
of this dissertation are as follows:

First, two automatic video object segmentation schemes are
proposed. The first one is based on background registration and
change detection. It consists of preprocessing, background
registration, background buffering, change detection and
* post-processing. It doesn't need computation-intensive operations
such as motion estimation, and it can overcome the influence of
shadow and illumination variance. It can produce background
information, which makes it support MPEG-4 sprite coding. The
second one is an improved spatio-temporal segmentation. Temporal
segmentation is based on change detection, and its key is the
selection of threshold, which is obtained by threshold analysis.
Spatial segmentation is the core of the whole algorithm, which is a
wavelet based watershed scheme.
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Second, a semi-automatic video object segmentation algorithm

is proposed. To facilitate users defining the initial object contour, a
modified intelligent scissors is proposed on the basis of original
intelligent scissors. By introducing bounding box, simplified image
features and improved searching strategies, it can improve about 6~8
times the processing speed with just slight sacrifice of segmentation
dccuracy, which fully meets the requirements for initial object
extraction in semi-automatic segmentation. To avoid errors
accumulating and propagating during object tracking, video
decomposing is conducted based on the rigidity of video object and
global/local histogram comparisons. Then, region-based backward
projection is utilized to interpolate the VOPs of successive frames.
Because of video decomposing and human intervention, it can solve
the occlusion problem to most ‘extent. Experimental results
demonstrate that it can achieve better segmentation results than
COST211 AM.

Third, video object segmentation in the cellular neural networks
is proposed. Since most of the current algorithms are hard to meet
the real-time performance, a new architecture, i.e. cellular neural
networks (CNN), is introduced .into video object segmentation. CNN
is a non-linear circuit made up of many cells. Only direct
communication between adjacent cells is allowed. Because of its
high parallel mechanism and similarities with hurhan visual system,
it is very suitable for image/video processing. Contrary to classical
SISC processor, only simple pixel-based functions are defined with a
relative narrow instruction set. Therefore, video object segmentation

Vi
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in the CNN architecture should take :_the characteristics of CNN into
consideration, and decompose the cdrhplex algorithm into low-level
operations that CNN can perform. A video object segmentation
based on color edge based change is proposed. All the templates are
3x3 linear ones, which can be found in the CNN template library. So
it can be realized in the CNN architecture.

Fourth, a methodology for objective evaluation of video
segmentation algorithms with ground-truth is proposed. Most of
video segmentation algorithms are only suitable for specific
applications and their performa:fge depends on the video sequences.
Up to now, performance evallga,tion of video segmentation

algorithms is mainly subjective evaluation by human observers, and
a widely accepted objective evaluation is in absence. However,
performancé evaluation of videol segmentation algorithms is
important. It can help users’ selection of appropriate algorithms and
their parameters according to specific applications. It can also do
benefit to developing new algorithni ‘by fusion of the advantages of
various algorithms. Moreover, feedback based on performance
evaluation can improve the segmentation accuracy. An objective
evaluation methodology with ground truth is proposed. Four metrics
based on relative foreground area, position, distance between edge
pixels and pixel classification are weighted to address the spatial
accuracy. Temporal coherency reflects the stability when segmenting
every frame, which is defined as the differences of spatial accuracy
between adjacent frames.

In summary, the dissertation systematically discusses video
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object segmentation under the framework of MPEG-4. Fully
automatic and semi-automatic algorithms are proposed for specific
applications. Objective performance evaluation of video segmenta-
tion algorithms with ground truth is also discussed.

Key words video object segmentation, cellular neural networks, performance
evaluation, MPEG-4
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