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Preface

B ————— ]

The main goal I had in writing this
book was for you, the reader, to find the
large majority of terms you are looking
for in this book. I use the words “large
majority” because I know this dictio-
nary cannot include all the terms and
concepts in this dynamic field. Once you
find the term, my hope is that you will
find the information accurate and useful.

I wrote this dictionary for the novice
and for the professional in artificial intel-
ligence. I placed emphasis not just on
defining terms but in giving numerous
concrete examples. For the more experi-
enced professional, I included contrasts
with other terms and spent time point-
ing out the implications of the concept.

The languages of artificial intelli-
gence have received special attention.
Trying to understand artificial intelli-
gence without knowing LISP, PROLOG,
or Smalltalk is like visiting a foreign
country without knowing the language.
You cannot obtain a true appreciation
of the country without knowing the
language.

Terms from related fields, such as
logic, are included because concepts from
other fields have much to offer to the
field of Al

Some terms not specific to artificial
intelligence are included because they
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are frequently used in the Al litera-
ture. Examples include data types and
pointers.

Many terms have multiple defini-
tions. A given term may have defini-
tions that are related, unrelated, or even
contradictory. Rather than simply giv-
ing you the “correct” definition of a term,
I have often provided a full range of
definitions.

Expert systems are highlighted be-
cause most people reading this text will
be looking for information on expert sys-
tems and related areas. An appendix of
expert systems is provided.

Many rew areas of Al are included.
You will find information on genetic al-
gorithms, neural networks, model-based

reasoning, case-based reasoning, object-
oriented programming, intelligent data
bases, and more.

The many references included can
steer you onto further information about
a subject.

"My final goal is to make the text
interesting so that readers will use it as
more than a reference book. I hope this
book helps open insights into this excit-
ing field.
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A®* algorithm A heuristic search that is an
enhanced version of branch-and-bound search.
The A* algorithm is an optimal type of heuristic
search, in that it finds the optimal goal and the
optimal path to the goal rather than just any
goal, or just any path. It does not, however, guar-
antee that the effort put forth in the search is
minimized. It is a search algorithm in which tha
next node chosen is based on the cost thus far
from the beginning and on heuristics that esti-
mate the future cost to the final goal. Estimates
are made of the current accumulated cost and
the estimated cost to finish. These two costs are
combined in a final result called A’. The differ-
ent A's for each alternative are then compared
and the most promising one is chosen. This ap-
proach prevents the exploration of paths tnat are
too time consuming. The other alternutives are
kept in case the most promising path does not
turn out to be the best path after all. If the most
promising path turns out not to be the best path,
the A* algorithm searches the next most promis-
ing path. The A* method works wel} as long as
the future cost is not overestimated. As long as
the A* procedure does not overestimatse the cor-
rect future cost, it is guaranteed to discover the
best route in comparison with other search meth-
ods that have the same information. The A* al-
gorithm is much more efficient than breadth-first
search. When the hewuristic for estimating dis-
tance to the goal is trivial, the A* algorithm
reduces to branch-and-bound/uniform cost search.
Like all best first-search techniques. it is mem-
ory hungry. See also Beam search for a type of
search that cuts down on the memory required
(Forsyth and Naylor 1985, 155-169; Flamig 1987,
18-26; Wolfgram 1987, 66-67; Barr and Feigen-
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baum 1981 vol. 1, 64--73; Chabris 1989, 159-162,
285; Luger and Stubblefield 1989, 166-167; Smith
1989, 1; Winston 1984, 113-114).

AAAI See American Association for Artificial
Intelligence.

AAL See Adventure Authoring Language.

Aaron An artificial intelligence program de-
voted to drawing. The three concepts the pro-
gram uses are the differences between inside
and outside, closed and open, and figure and
ground. The program consists of different ex-
perts capable of carrying out different tasks. The
architecture is reminiscent of Hearsay II (John-
son 1986, 211-223).

a-list An association list (Winston and Horn
1988, 574; Townsend and Feucht 1986, 243).

A? algorithm An algorithm used in propo-
sitional logic for selecting training instances that
are considerable distances from one another in
the instance space (Smith 1989, 12).

Abduction An illegal inference that generates
explanations for a phenomenon. The explana-
tions generated may not be correct. Example: If
X implies Y and Y is found to be true then by
deduction X is true. Deduction is a much sounder
computation. Medical diagnosis is a form of ab-
duction. Another example: For all X, X is having
& heart attack if X is having chest pains. Abduc-
tion may be considered the first part of the
generate-and-test process. Compare with Deduc-
tion. See also Plausible reasoning (Charniak and
McDermott 1985, 21; Chabria 1989, 285; Smith
1989, 1; Olsen et al 1987, 118).

Abductive inference The generation of hypoth-
eses to explain a phenomenon. Contrast with
Deduction (Jackson 1986, 117).

Absolute rule A rule that evaluates a cir-
cumstance. For example, in a problem-solving
process an abeolute rule may detect the velocity
of a particle that has been computed and the
absolute rule then calculates the acceleration
(Hunt 1986, 41).

Abstract class A class that holds the methods
of all its subclasses. A class that spawnas sub-
classes, not instances. A class whose members "
consist of other classes. Example: The animal
class is an abstract class because it consists of
other classes—~mammals, birds, carnivores, and
s0 on (Miller 1989, 64; Thomas 1989, 238).

Abstract data type A data type and the oper-
ations relevant to the objects in the domain of
the data type. It describes the representation of
objects. It hides the details of the operations of
the data type. Examples of abstract data types
are classes in Smalltalk. Each class in Smalltalk
has operations called methods. Another exampile
would be an abstract data type called animal.
Methods for communication are associated with
each animal. A dog in the animal class barks
when a message requesting it to bark is passed
to it. A cat meows when a message to talk is
passed to it (Olan 1988, 37; Miller May 1988,
45; Pountain 1986, 227; Swaine June 1989,
114-116).

Abstraction 1. The technique of using sim-
plified assumptions to cope better with large so-
lution spaces (for example, instead of analyzing
all the subtle details of different types of interest
rates, simply looking at the general classes of
interest rates). When a general class of interest
rate candidates is established, then the specific
interest rate computations in that class can be
examined. Human experts routinely use abstrac-
tion, and it is one reason why they can quickly
solve problems without having to go through
extended logic computations. In expert systams
involved in planning, hierarchical planning is
regularly used. That is, an abstract plan is first
formulated. Then more detailed implemontations
of the plan are generated. Such planning forms a
hierarchical structure of the plan from the more
abstract to the more specific. All expert system
factbases employ abstractions of the real world
to some degree. 2. The process of hiding imple-
mentation details. Such abstraction cen take place
with data and with flow of control. See also Data
abstraction (Hayes-Roth et al 1983, 70, 85; Wal-
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ters and Nielsen 1988, 281-283, 326-327; Barr
and Feigenbaum 1981 vol 3, 516-518, 528-530).

Abstraction barrier A protective layer con-
cealing lower-level details, which can be created
using either procedure or data abstraction (Win-
ston and Horn 1988, 437).

Abstract object type An object/class used to
spawn other objects/classes that are not instances.
For example, the object animal may be used to
spawn mammals and birds. Neither mammals
nor birds are specific concrete objects. Abstract
superclass (Duntemann 1989, 132).

Abstract operator An operator used to delin-
eate abstract actions in planning systems. Once
the abstract operations have been delineated the
planning system works on filling in the details
of the plan (Smith 1989, 2).

Abatract superclass
(Duntemann 1989, 132).

ABSTRIPS A successor program to STRIPS.
It is a robot-planning program that uses hierar-
chical planning. In the more abstract plans only
the essential conditions are considered. It then
moves to more concrete plans, where the less
important conditions are cunsidered. All condi-
tions are assigned criticality scores that are used
to decide how important a given detail is. Its use
of hierarchical planning results in less search
and less backtracking than its predecessor, STRIPS.
It carries out a length-first search which forms a
complete overall plan first before carrying out
actions (Hayes-Roth et al 1983, 104-106; Barr
and Feigenbaum 1981 vol 3, 517-518, 523-530).

Access-oriented method A computational
method that is triggered by the reading of

See Abstract object type

data or changes in data (Hunt 1986, 41; Smith .

1989, 2).

Access procedure A LISP procedure that in-
cludes constructors, readers, and write.s. See also
San Marco LISP Explorer.

Accidental property The property of an ob-
ject that may be possessed by all objects in a

\
class, but which is not crucial to the definition of
the object. Compare with Essential properties and
Typicality (Jackson 1986, 67).

Accuracy 1. The measurement of expert sys-
tems achieved by comparing the actual correct
predictions with the expected number of correct
predictions. There are statistical techniques sucl,
as Chi Square that help in measuring accuracy.
Other important measures of the value of an
expert system are adequacy, validity, reliability,
breadth, practicability, adaptability, credibility,
and generality. 2. The difference between the
calculated location of a robot arm and the real
location of the arm in robotics (Hunt 1986, 41;
Marcot 1987, 44).

ACE  An expert system that detects problems
in telephone systems and makes recommenda-
tions for repairs. It is a rule-based forward-
chaining system (Hunt 1986, 41-42).

ACES A program that places labels on maps
and uses information about locations on the map
to label the point with the correct label size and
type font. It is implemented in LOOPS (Hunt"
1986, 42).

ACRONYM A model-based vision program
that uses geometric matching and algebraic con-
sistency checking to interpret three-dimensional
interpretations of images. The user tells the sys-
tem what images to expect and the program et- -
tempts to find those images in the data it receives.
It employs a powerful generate-and-test proce-
dure. ACRONYM has been used in aerial photo-
graph interpretation. It makes a clear distinction
between image domain and scene domain (Mishkoff
1986, 5-13; Barr and Feigenbaum 1981 vol 3,
313-321; Townsend and Feucht 1986, 183; Waldrop -
1987, 105-106; Winston 1984, 164-166).

ACT A computer model of human cognition; a
successor program to HAM. ACT includes both
short-term and long-term memory. Its long-term
memory is made up of nodes and arcs. The nodes
represent concepts and the arcs represent relations
between concepts. The short-memory also consists
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of nodes, but the nodes represent more active con-
cepts. There is a separate production rule compo-
nent. The production rules examine short-term
memory and based on the results initiate changes
in long-term memory by activating nodes in long-
term memory and placing the nodes in short-
term memory. The placjng of nodes in short-term
memory is the process that is responsible for
ACT’s ability to shift attention readily. ACT can
be programmed to demonstrate a variety of cog-
nitive tagks (Barr and Feigenbaum, 1981 vol 3,
50-55).

Act One of the four cycles in the recognize act
cycle of OPS5 expert systems. Act is responsible
for firing the commands found in the right-hand
side of the production rule after conflict resolu-
tion has taken place. The four cycles in the rec-
ognize act cycle are conflict resolution, act, match,
and halt.

Action An action carried out on the right-hand
side of a production rule in a production system.
The actions vary depending on the production
gystem. Some actions may include making, de-
leting, or modifying a working memory element,
building a rule, writing to the screen, opening
and closing a file, and binding a value to a vari-
able (Brownston et al 1986, 51-60).

Activation A number representing the degree
of attention an entity may receive in an artifi-
cial intelligence program. A rule with a high
activation number is more likely to be used than
one with a low activation number (Brownston 8t
al 1986, 284-285; Hunt 1986, 42). '

Activation accommodation The use of sefi*
sory feedback and control mechanism in robotics
to manage the movement of a robot in a chang-
ing environment; analogous to the human ner-
vous system, which allows us to sense and adjust
to objects in our environment (Hunt 1986, 42).

Activation cycle The time it takes for activa-
tion to be spread to adjacent objects in an activa-
tion network. More than one activation cycle
may take place during a single recognize-act cy-
cle (Hunt 1986, 42).

Activation environment The environment in
force when the procedure needing the free vari-
able values is called (Winston, and Horn 1984,
54). :

Activation filtering A type of data filtering
in which the datum is assigned a number that
determines the relevancy of the datum for a par-
ticular part of the problem-solving process. See
also Certaii.ty filtering for another type of data
filtering (Brownston et al 1986, 310).

Activation function A function that computes
the neural net output based on the input to the

" system and the system’s current state (Obermeier

and Barron 1989, 219).

Activation network A network of nodes and
arcs. The arcs represent relationships between
the nodes. The nodes represent objects and each
arc may have a number that represents the
strength of the relationship. When an object is
processed its activation level can be altered and
it can, in turn, alter the activation level of adja-
cent objects (Brownston et al 1986, 441).

Activation time constant A constant used in
the instar activation equation which determines
the rate of decay of learning over time (Caudill
Nov 1988, 60).

Active data structure A data structure that
both represents and processes data. Active data
structures are found in the connection machine.
This type of data structure receives instructions

o from an external source. It then uses its own

built-in procedures to carry out the request. This
structure differs from conventional passive data
structures which are manipulated by external
procedures. Active data structures include ob-
jects, frames, sets, trees, butterflies, strings, ar-
rays, and graphs (Hillis 1985, 18).

Active illumination A means of increasing
the amount of information from a scene by vary-
ing the lighting (Rosenbery 1986, 3).

Active image A demon that can be used to
call an image which can then be used to choose
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from a set of opticns. Example: An imuge with
five buticns can be called. Each button repre-
sents & choice. A niouse can be used to press one
of the buttors te execute a procedure (Luger and
Stubblefield 1989, 549).

Active instanes selection The search of the
instance space in learning programs to find ac-
tive instancee, which can be used to produce
rules (Smith 1989, 4).

Active ouje .t An object thot can teke action
without having to be called by ancther object.
The object may, for example, take action in re-
sponse to 2 change in data (Wegner 1949, 246).

Active veiue 1. A value in an artificis] intel-
ligencé program which, when sadded, deleted,
scanned, or modified, can trigger o procedure
called &8 demoen. The demen may carry out such
procedures ar requiring a password to access the
value, modify sncther value, place constraints
on any modification of the velue, display & graph
of the variable being reasoned about, or trigger-
rule sets. Active values can be used in building
truth maintenance systems. They can be used to
implement nonircnotonic reasoning. 2. Procedural
aitachment and demons. That is, ective value
can refer to the procedure which is activated
when a value is somehow accessed (Tello 1989,
28, 190; Shepard 1937, 76; Ranch-Hindin 1988,
58; Walters and Niclsen 1988 138-139; Harmen
and King 1985, 58, 126; Rosenberg 15386, 3; Wa-
terman 1986, 388),

Actor 1. An object that carries out actions in
conceptual dependency theory. 2. The funda-
mental enaty in Carl Hewiit’s actor theory.
Actors differs from the standard Smaiitalk ap-
proach in that actors tske an intermediate vaiue
a8 a mes:age sud continue proceesing. In Smell-
talk the ohjece slways returns a value in res-
ponse tc 8 message (Chabris 1939, 286; Smith
1989, 4).

ACTOR  An ohject-oriented language developed

by the Whitewater group which supports inheri-
tance and is zimilar to Smalltalk. ACTOR’s ende

)

.

i3 cloger to C then standard implementations of
Smalltalk. One feature of ACTOR is that it uses
windows (Tello 1989, 115).

Actor language An object-based language
that is capable of concurrency, but dees not sup-
port inheritance and classes. Its promise is in
open systems that use paralle]l processing. Actor
languages should not be confused with the AC-
TOR language from the Whitewater Group whizh
does aupport inheriiance (Tello 1989, 285; Wegner
1589, 249).

Actor theory A theory developed by Carl
Hewitt consisting of subprograma called actors.
Eech actor is able to respond to messages, chanée
its internel state, send messages, or create a new
actor. Each actor geins control of up artificted
intelligence program at different times depend-
ing on the circumstances. It is sorewhat yemi-
niscent of Freud's id, ego, and superozo theory in
whRich each of these actors gains contro! et differ-
ent times. Hewitt is currently developing API-
ARY, an implementation of actor thecry.

Actual parasmeter An actual value that re-
places the formal parameter, for example, Max(A,
B,C). The procedure decides which of the three
nuinbers represented by 4, B, and € ia the maxi-
mum number. A, B, and C arve forraal parame-
ters for the procedure Max. The actual parameters
are the numbers A, B, and C represent (Hunt
198§, 192).

Actuator The mechanism that powers the
movement of a robot; the three common types
are pneumatic, hydraulic, and electric (Mishkoff
1986, 5-17). »

Acyclic data base A data base in a PROLOG
program obtained from the original data base
through gueries and deduction (Shmueli et al
1986, 248).

Acyclic graph A graph in which a descen-
dant may have more than one parent.

ADA A general-purpose, strongly typed com-
ruter language which, while not usually used in
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artificial intelligence, has certain characteristics
that make it attractive for Al applications: Its
memory management is the type needed in real-
time expert systems. ADA uses recursion and
allows for the possibility of object-oriented pro-
grams. The language permits a compile time ver-
sion of polymorphism and multitasking. It has

the lbﬂity to carry out parallel processing. It is
‘ , readable, has good error-handling ca-
plhlitlel, and is able to implement real-time
programming. ADA is an object-based language,
but it is not a class-based language. ADA should
be considered especially in very complex applica-
tions (Tello 1988, 397-398; Wegner 1989, 247;
Roland 1987, 55).

Adaline A single-neuron system which can
learn to recognize a single letter, even if the
orientation of the letter is rotated; it uses the
Delta learning rule (Caudill Feb 1988, 56; Tank
and Hopfield 1987, 104; Caudill June 1988, 53).

Adaptability The ability of an expert system
to deal with different hardware and software,
and different types of information. Other impor-
tant measures of the value of - . +ert system
. are adequacy, accuracy, reliability, breadth, prac-
tieability, validity, credibility, and generahty
+ (Marcot 1987, 45).

Adaptive Having the ability of a robot to al-
ter its control system in response to a changing
environment (Hunt 1986, 43).

Adaptive control theorist A researcher in-
terested in obtaining a synthesis of learning the-
ory and control theory (Jorgensen and Matheus
1988, 31).

Ad....dve learning Learning employed in ar-
tificial intelligence for dealing with noisy envi-
ronments. The program builds a model that
correctly approximates the inputs and outputs;
examples include automata learning, parameter
learning, statistical algorithms, and structural
i learning (Smith 1989, 4-5).

Adaptive linear element A single-neuron sys-
tem capable of learning to discriminate patterns

even if the spatial orientation or size of the pat-
tern is changed. It could, for example, recognize
an “A” even though the "A” is upside down or
half the original size; developed by Widrow.

Adaptive linear network See Adaline.

Adaptive pattern-recognition processing A
pattern-recognition procedure used in the SAVVY
front end that makes educated guesses about the
user input. See also Adaptive query recognition
(Tello 1988, 27).

Adaptive production system A production
system that can modify its production rules with
experience (Smith 1989, 5).

Adaptive query recognition A language-
recognition process that is used in the natural
language front-end Savvy; a holistic approach to
pattern matching. Adaptive query recognition
avoids analysis of the sentence. It matches the
query with the statement in its data base that
most closely resembles the query. It a: .swers the
question of which statement in the data base
best approximates the query. Contrast with the
logic-based approach found in Clout (Rubin 1985,
486).

Adaptive resonance theory (ART) A selt-
organizing neural network noted for _ts auton-
omy, complexity, and power; based on outstar
learning. It has the capabilities of categorizing
input patterns without outside feedback, learn-
ing new patterns, recategorization, and immedi-
ate recall (Caudill May 1989, §7; Caudill Aug
1989, 61-67).

Adaptive robot A robot that can make ad-
Jjustments to changes in its environment. It pos-
sesses enough artificial intelligence programming
to process sensory information and use that
information to give motor commands (Rosenberg
1986, 4).

Adaptive systems researcher A researcher
interested in the properties of living organisms,
particularly properties that contribute to adap-
tation such as self-modification and organiza-
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tion. These researchers have given impetus to
the study of neural networks (Jorgenaen and
Matheus 1986, 31).

Adder The process that keeps track of infor- -

mation from filters and demons in a perceptron
(Reece 1987, 52).

Address-induced representation The con-
necting of cells of a data structure by the ad-
dresses of the cells (Hillis 1985, 91).

ADEPT A battlefield management expert sys-
tem developed by TRW using the expert system
language ROSIE (Hunt 1986, 4).

Adequacy A measure of the number of dxffer--
ent conditions in the knowledge domain with

which an expert system can cope. In a medical

expert system, the number of symptoms the ex-
pert system can handle is a measure of adequacy.
Other important measures are breadth, accuracy,
reliability, validity, practicability, adaptability,
credibility, and generality (Marcot 1987, 44).

Ad-hoc polymorphism The polymorphism
found in Common Lisp Object Oriented systems.
It diffe s from standard polymorphism in that
the system is more sensitive to argument types
than is standard polymorphism (Gabriel SeplOct
1989, 41).

Admisaibility theorem A means of ascertaning
whether or not A*, in conjunction with a given
heurist.., will always find the optimal solution

to a problem. To find the optimal path it must be -

guaranteed -that calculations of the remaining
distdnce to the goal state be underestimates of
the correct distance (Bratko 1986, 284; Chabris
1989, 286).

Admissible A property of search. When a
search procedure is admissible, it means the pro-
cedure always finds the best solution path, not
just any solution path (Luger and Stubblefield
1989, 165-166; Smith 1889, 1; Chabris 1989, 286;
Bratko 1986, 273, 284). -

Adventure Authoring Language A language
designed for writing text adventure games, which

is a combination of object-oriented programming,
logic programming, and LISP (Amsterdam 1988,
18-39).

Advice taking The ability of some artificial
intelligence programs to learn from instructions
(Hayes-Roth et al 1983, 153; Barr and Feigenbaum
1981 vol 3, 345-349).

ADVISOR An advisory system for users of

. MACSYMA. It analyzes what the user is at-

tempting to do, diagnoses the user's mistakes
and gives the user advice on how to achieve his
goal (Hunt 1986, 44).

Advisory system An expert system that em-
phasizes the use of advice rather than commands;
used to make recommendations, not to make fi-
nal decisions. Advisory systems also s. i de-
tailed . Jlanation systems. “Advisory system”
may be a more appropriate term than “expert
system” for many applicativns (Hunt 1986, 44;
Walters and Nielsen 1988, 165).

After inheritance The function in a frame-

‘based system stored in an object’s slot and ap-

plied after the inherited function is applied. In
this arrangement the object function may be used

" to massage the data further after the more gen-

eral inherited function has completed generating
data. Th 2t function may also be used sim-
ply to record the data produced by the inherited
function. Contrast with Before inheritance (Wal-

tsrs and Nielsen 1988, 242-243).

After-when-modified demon A type of de-
mon summoned after the value of a slot is al-
tered (Matthews 1987, 80).

AGE An expert system tool developed at Stan-
ford. AGE stands for attempt to generalize. Its
development was infiuenced by Hearsay II. It is
capable of using either a backward-chaining par-

. adigm or a blackboard paradigm (Johnaon 19886,

145; Hayes-Roth et al 1983, 196198, 203-209;
Harmon and King 1985, 140).

Agenda 1, A means of organizing goals in ex-
pert systems. A listing of prioritized activitiee
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waiting to be acted on. A means of control. A
variation of a queue, with the exception that
t,ulividual goals can be assigned priorities over
other goals. This structure is useful in a situa-
tion in which goal priorities are subject to fre-
quent change. The goal priorities are usually
controlled by a rule set. An agenda can be rea-
soned about by an expert system. Other data
astructures used in organizing goals are tree struc-
tures, queues, and stacks. 2. Agenda is also used
to refer to conflict sets (Matthews 1987, 82; Hayes-
Roth et al 1983, 16-17, 399; Brownston et al
. 1986, 281-282; Barr and Feigenbaum 1981 vol
1, 338-339; Tello 1988, 311; Harmon et al 1988,
173; Smith 1989, 7).

Agenda-based system A system that uses an
agenda as a means of central control. The agenda
can control which set of rules may be executed
next. The agenda is a series of tasks that are not
static, but may change throughout a program
run. Tasks may be added or removed from the
agenda because of the execution of other tasks,
br as the result of the execution of a rule. There
is an intense interaction between the agenda
and the rest of the system as each influences the
other. 1t is easier to follow the logic of an agenda-
based system than a pure production system.
Examples of agenda-based systems include CEN-
TAUR, DENDRAL, and AM (Aikins 1990, 3—4).

fgenda element A decision element used to
record the future sequence of knowledge-based
tules which will be scrutinized in a blackboard
system. One of three types of decision elements
‘in & bl.ickboard system; the other two are plan
eleme: s a..d solution elements.

v

Agenda manager A mechanism in an artifi-
clal intelligence application for scheduling events
ageinit & 19al or simulated clock.

AICOAG A medical expert system that ana-
lyses and interprets blood coagulation. It assists
the physician in diagnoeing diseases of hemo-
stasis. A/COAG was developed at the Uni-
wversity of Miesouri School of Medicine (Hunt
1988, 48).

AIMDS An expert system language developed
at Rutgers University using LISP. A frame-based
system that uses multiple inheritance, deductive
and nondeductive reasoning, belief maintenance,
analogical inference, and procedural attachment.
AIMDS has a set of procedures to detect incon-
sistencies in the knowledge base and is capable
of procedure oriented representation (Hunt 1986,
45).

AUMM A medical expert system that makes
interpretations of data in the area of renal phys-
iology, which understands physiology, physics,
and anatomy and uses this knowledge to inter-
pret conditions. A rule-based system developed
at Stanford University using MRS (Hunt 1986,
45).

Al representation language A language that
must include the ability to deal with qualitative
data, represent abstractions, and infer facts. It
must be able to handle both general principles
and details. Metalevel reasoning and complex
meaning must be handled effectively (Luger and
Stubblefield 1989, 30).

AIVRHEUM A medical expert system that does
differential diagnoses of diseases of rheumatol-
ogy. A rule-based system developed at the Uni-
versity of Missouri School of Medicine using
EXPERT (Hunt 1986, 45).

AIRID An expert system used to identify air-
craft. An amalgamation of g rule-based and se-
mantic network representation. It was developed
at the Los Alamos National Laboratory using
KAS (Hunt 1986, 46).

- AIRPLAN An expert system used to help car- '

rier based aircraft avoid such problems as run-
ning out of fuel by warning the air operations
officer of a potential problem and making recom-
mendations for avoiding the problem. It was de-
veloped at Carnegie Mellon using OPS7 (Hunt

1986, 46).

Al system A program capable of knowledge
acquisition, goal-directed behavior, and skill ac-
quisition (Firdman 19886, 81).
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Al workstation A computer designed specif-
ically for artificial languages such as LISP, some-
times called a LISP machine (Mishkoff 1986, G-1).

AKO A Kind Of. A link used in object-oriented
languages. A link between classes and super-
classes. The values of slots are inherited through
this link. Contrast with an Is-a (Amsterdam
1987, 15; Jackson 1986, 76).

AL A robotics control languege developed at
Stanford.

ALADIN An expert system that assists in find-
ing currently existing alloys, or in designing al-
loys that will fit specific requirements (Hunt 1986,
46).

ALDOUS A human-simulation program that
takes on a variety of personalities, including de-
cisive ALDOUS, Lesitant ALDOUS, radical AL-
DOUS, and saint ALDOUS. The program was

designed by John Loehlin (Frude 1983, 170-171)..

AlgebraLand A computer-aided instruction
program that keeps an audit trail of the stu-
dent’s problem-solving process, which can be ex-
amined later (Waldrop 1987, 205-206).

Algorithm An abstract description of a proce-
dure or a program. A step-by-step procedure that
if followed will lead to a correct answer. Artifi-
cial intelligence programs rely less on algorithms
than do conventional programs. Instead, they use
heuristics, a procedure which does not guarantee
a correct answer (Johnson 1986, 83-84; Brownston
et al 1986, 441; Townsend, 1987b, 376; Winston
and Horn 1984, 17; Townsend and Feucht 1986, 26).

Algorithmic solution ~ A sequential fixed pro-
cedure for arriving at a solution, associated with
procedural programming and guarantees a spec-
ified output. It is faster than a heuristic state
space search and should be employed when pos-
sible. Heuristic state space search can be used
for many problems that do not have algorithmic
solutions. .

Aliesing A distortion found in computer-pro-
duced images. It is produced by inadequate

sampling of the signal (Tanimoto 1987, 392-394).

ALICE A logic-based experimental language
developed at the Institut de Programmation in
Paris (Hunt 1986, 47).

Allophoae A unit of speech that stands for a
unique sound in a word.

Alpha notation An extension of the LISP func-
tion FUNCALL, which is used in CmLISP and
which allows parallei mapping (Hillis 1985,
37-41).

Alpha-beta algorithm  See Alpha-beta pruning.

Alpha-beta pruning An algorithm used in
game search, with two parameters, alpha and
beta, which are used to prune a search tree. it
prunes the search tree by cutting off branches
that are known not to be useful. Example: In &
game situation, assume an opponent has a dev-
astating response to a move the home player is
considering. Once this response is discovered,
there is no need to waste time looking at other
possible responses the cpponent could make to
that move. It is used to augment the minimaxing
algorithm by eliminating those portions of the
search space that cannot possibly give a good
solution. Under certain conditions it has the ca-
pability of secarching twice as deep as MINIMAX
when both procedures are limited to the same
number of static evaluations (Chabris 1989,

'179-185; Forayth and Naylor 1985, 183-188; Win-

ston 1979, 115-122; Barr and Feigenbaum 1981
vol 1, 88-93; Townsend and Feucht 1986, 42;
Winston 1984, 117-126; Knuth and Moore 1975,
203-297;.

Alpha-testing Testing of an expert system af-
ter a successful prototype has been developed
and before it is placed on site. In alpha-testing
the adequacy, accuracy, and reliability of the
system is tested. Contrast with Beta-testing
(Marcot 1987, 44). '

Alternate worlds reasoning A sophisticated
what-if capability found in some expert systems,
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Copies of the knowledge base are made with
some changes to see how these changes would
alter the solution (Schuler 1987, 101).

Alvéy project " An Al project sponsored by the
United Kingdom which is a response to the Jap-
anese fifth-generation project (Hunt 1986, 47).

AL/X A knowledge-engineering language us-
ing frames, rules, semantic nets, forward and
backward chaining, truth maintenance, and cer-
tainty factors. It is built by Intelligent Termi-
nals, Ltd., using PASCAL (Hunt 1986, 47).

AM Automated Mathematician-—developed by
Doug Lenat for discovering mathematical con-
cepts without outside help. It has the capability
of learning from experience. Lenat calls the type
of learning involved "discovery learning.” Frames
and rules are used for representing knowledge.
It uses frames and slot filling to represent and
modify concepts. It includes about 250 rules of
thumb, which work in conjunction with the knowl-
edge in the frames. It utilizes a survival-of-the-
fittest process. Old frames are mutated and scores
are assigned to the new frames. The low-scoring
frames are dropped while the high-scoring frames
end up with greater attention. Eventually these
frames are used to develop new concepts. Exam-
ple: Starting with general heuristic rules, a few
primitive set concepts like equality and the empty
set, it is able to derive mathematical operations
like addition and subtraction. It goes even fur-
ther by being able to assert, for example, that
any even number can be expressed as the sum of
two prime numbers. The author of AM holds
that the flexibility available in LISP is one of
the key reasons AM is able to show such origi-
nality. EURISKO is the successor program to
AM (Johnson 1986, 191-193; Barr and Feigen-
baum 1981 vol 1, 195-197; Waldrop 1987, 57-59;
Forsyth and Naylor 1985, 212-214).

Ambiguity The doublespeak found in human
language, Example: "I hit the man with the ball.”
Did I hit the man with a ball, or did the man I
hit have a ball in his hand? Dealing with ambi-
guity is a major challenge for language-under-
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standing programs (Rubin 1985, 44; Barr and
Feigenbamp 1981 vol 1, 208-211).

American Association for Artificial Intelli-
gence (AAAID) The society for artificial intel-
ligence. The society publishes the Al Magazine.
Its address and phone number are 445 Burgess
Drive, Menlo Park, CA 94025, (415) 328-3123
(Harmon and King 1985, 250).

AML A computer language used for program-
ming robots. It was developed by IBM and is
based on AL (Mishkoff 1986, 5-19; Rosenberg
1986, 1.

AMORD A rule-based knowledge-engineering
language using a forward-chaining paradigm. It
uses truth maintenance and discrimination net-
works. It was developed at MIT using MACLISP
(Hunt 1986, 47).

AMUID A basttlefield expert system. A real-
time, rule-based system with certainty factors, it
uses incoming information toidentify enemy units
(Hunt 1986, 48).

Anaslogical inference The process of inferring
similarities between two objects and using infor-
mation about the known object to solve a prob-
lem concerning the unknown object. Example:
Tigers have fur. Lions are like tigers. Lions prob-
ably have fur. Patrick Winston designed two pro-
grams, Macbeth and a cup-learning program,
which used analogical inference. Both programs
use a semantic network representation (Johnson
1986, 161; Barr and Feigenbaum 1981 vol 1,
146; Rosenberg 1986, 7).

Analogical means-end analysis The process
of using a previously solved problem to solve a
new, somewhat similar problem. Operators are
used to reduce differences between the two prob-
lems. Refer to Analogical problem-space (Rosen-
berg 19886, 7).

Analogical problem-space A representation
of a problem space in which each node repre-
sents a problem solution. The different problem
solutions possess a degree of similarity. An oper-
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ator transforms one problem solution to another
similar problem solution. Refer to Analogical
means-end analysis (Rosenberg 1986, 7).

Analogical reasoning A method of reasoning
employing two separate systems that have some
type of resemblance. One system is well under-
stood. A characteristic of the well-understood sys-
tem which somehow resembles the second system
is applied to the second syste=i to enhance un-
deistanding of the less understood system. Com-
paring love to a rose is an example of analogical
reasoning. Both are beautiful, but both eventu-
ally wither away. There has been little success
in employing this type of pattern matching in
artificial intelligence. Frames are a prime candi-
date for dealing with analogical reasoning. An
analogy can be made with frames by filling empty
slots in a frame with corresponding attribute
values from another frame. Assume a system
with many different concepts that are represented
as frames in a hierarchy. Assume another frame
which represents a current problem to be solved.
Now assume a rule base that actively compares
the problem frame with the concept frames, and
derives a best-fit score for each higher-level con-
cept frame. The higher-level concept frame with
the best score can be investigated further to see
if a specialization of that frame produces an even
better fit. The best-fit concept frame is then used
to fill the slots on the problem frame. It is pro-
posed by Doug Lenat that analogical reasoning
rests not only on having a good representational
tachnique, but more important on having access
to & great deal of knowledge which can be effi-
ciently searched for analogies. See also Analogi-
cal inference, a synonym (Lenat 1988, 73-74;
Fischler and Firschein 1986, 44).

Analogical representation Representation
found in some artificial intelligence programs
that is somehow analogous to the structure it is
representing in the real world. The structure of
the representation gives information about the
structure itself. An example of an analogical rep-
resentation is a map of a city. The geometry
theorem prover uses analogical representation.
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Diagrams of angles and figures are used to di-
rect the reasoning process. Different types of
knowledge representation differ in the degree to
which they are analogical representations. A
frame is closer to an analogical representation
than is a propositional representational scheme.
A propositional representational scheme is more
of an analogical representation than is a proce-
dural program which uses arrays of numbers
and computations to represent objects. Direct rep-
resentation is used interchangeably with analog-
ical representation (Hayes-Roth et al 1983, 120;
Barr and Feigenbaum 1981 vol 1, 200--206).

Analogy approach Machine learning that re-
lies on learning through analogies. Other approaches
to machine learning include empirical induction
and discovery systems. CYC is an example of the
analogy approach (Tello 1988, 509, 517).

Analysis by synthesie An image-comprehen-
sion procedure. See also Bottom-up comprehen-
sion (Forsyth and Naylor 1965, 86-87). ’

Analysis expert system An expert system that
breaks down a problem in order to study or ana-
lyze a given situation. Example: MYCIN. Contrast
with Synthesis expert system (Floyd 1988, 64).

ANALYST A real-time battlefield expert sys-
tem that uses both frames and rules to interpret
battlefield situations, which was developed by
Mitre Corporation using FRANZ LISP (Hunt
1986, 48).

Anaphoria Using replacements in language.
Pronouns are examples. Anaphoria is a problem
with which computer language processors must
cope.

Anaphoric reference A reference to an ear-
lier word or phrase (Smith 1989, 10).

Ancestor A class from which an object inher-
its methods, slots or values. A parent is an im-
mediate ancestor of an object.

Ancestor class A class that is related to and
higher in the hierarchy than the class under
congideration (Duntemann 1989, 132).



