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Preface

Unification. — Confucius, 551479 B.C

The field of digital neural networks brings together scientists who study how the
brain works and engineers who build highly parallel and intelligent supercomputers.
The main objective of this book is to provide a synergistic and systematic exploration of
several fundamental issues on digital neural networks. The word digital refers to discrete-
time digital processing systems. The term neural networks embodies information processing
systems using a combination of nonlinear, adaptive, network, and parallel processing
technologies. Digital neural networks provide a natuyral link between the rapid advance
of (VLSI) microelectronics and parallel processing technology and the increasing need
for intelligent processing techniques. This represents a truly interdisciplinary research
field which wiil ultimately lead to the future intelligent processing systems.

Many excellent reference books on neural networks exist; some place emphasis on
the biological view, and others take a physics perspective. In contrast, this book is
intended to be a textbook prepared for the discipline of information science and
electrical engineering.

The book contains six parts:

o Part l:I Int'roduction (Chapter 1);

o Part I1: Unsupervised Models — associative memory (Chapter 2) and compet{tive
learning networks (Chapter 3);

o Part III: Supervised Models — decision and approximation/optimization based
neural networks (Chapters 4 & 5);

v
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* Part IV: Temporal Models — deterministic and stochastic temporal networks
(Chapters 6 & 7);

e Part V: Advanced Topics — principal component neural networks (Chapter 8)
and stochastic annealing networks (Chapter 9);

 Part VI1: Implementation (Chapter 10).

The following road map serves as a guide for teaching or reading.

Part 1, Introduction

" Overview
Part 1. Unsupervised Models Part 111, Supervised Models
2. pssociative 3. Competitive 4. Decision- 5 Back-
Memory Leaming Based Propagation
Part 1V. Temporal Models . - Part V. Advanced Topics
6. Dynamic 7. Markov 8. Principal 9. Optimization
Models © Models Component Networks
Part V1. Implementation
10. Architecture/
Implementation

The topics covered in Chapters 1 - 5 and Chapter 9 follow a rather orthodox neural
network presentation, while the topics addressed in Chapters 6 through 8 are somewhat
unorthodox in that they stem from the conventional signal processing and system

theoretical perspectives. Chapter {0 provides a methodology for mapping neural models ,
to parallel architecture and implementation.

Some unique features of the book:

+ Itaims at a coherent treatment which links the orthodox and unorthodox approaches
to neural models. For this, we introduce what can be called newural network
system theory, which unifies many diversified neural models.
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¢ It employs an application-driven perspective, particularly signal/image processing and
pattern recognition applications. Moreover, it gces on to present an integrated
study of the application, algorithm, and architecture aspects of neural networks.

« It provides a working knowledge of various neural models, including theoretical basis,
potential applications, and digital implementations. With this cross-disciplinary back-
ground, the reader would be better equipped to tackle research and application
projects related to neural information processing.

This book is intended 1o be a textbook for a one-semester graduate or undergraduate
course. (It is assumed that the reader has the basic background of advanced calculus,
linear system theory, and signal processing. Otherwise, some mathematical treatments
in some sections may be too advanced for uninitiated students.) Lectures for an
undergraduate or graduate class can be organized from the following recommended
sections: -

* Chapters 1 - 7, (except Section 5.4)

s Sections 8.2, 8.3,9.2, and 10.2.
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PART I: INTRODUCTION

Chapter 1

Overview

1.1 Imntroduction

Neural networks have become a very popular field of research in cognitive sci-
ence, neurobiology, computer engineering/science, signal processing, optics,
and physics. They represent a very broad range of neural processing models.
The purpose of this book is to provide an integrated and cohesive exploration
of the fundamental issues on digital neural networks. The word “digital”
refers to “discrete-time” processing. In terms of data format, it may involve
discrete-value or continuous-value signals. The term “neural networks” is
characterized by a combined adaptive network and parallel processing tech-
nologies. Therefore, the field requires a coherent study and understanding
of multi-disciplinary issues, including application-needs, neural models, and
parallel processing.

An artificial neural network is an abstract simulation of a real nervous
system that contains a collection of neuron units communicating with each
other via azon connections. Such a‘nodel bears a strong resemblance to axons
and dendrites in a nervous system. Due to its self-organizing and adaptive

1



