GENERATIVE
LEXICON




The Generative Lexicon

James Pustejovsky

The MIT Press
Cambridge, Massachusetts
London, England



© 1995 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced in any form by any
electronic or mechanical means (including photocopying, recording, or information
storage and retrieval) without permission in writing from the publisher.

This book was set in Computer Modern by the author and printed and bound in
the United States of America.

Library of Congress Cataloging-in-Publication Data

Pustejovsky, J. (James)
The Generative Lexicon / James Pustejovsky.

p. cm.
Based on the author’s unpublished manuscript, “Towards a Generative
Lexicon.”

Includes bibliographical references (p. ) and indexes.

ISBN 0-262-16158-3

1. Semantics. 2. Generative grammar 3. Computational linguistics. . Title
P325.P85 1995
401’.43~dc20 95-32875

CIP



Preface

This book is based on a larger unpublished manuscript, Towards a Gen-
erative Lexicon, written between 1988-1993. Many of the basic ideas for
this manuscript are first explored in a general way in an article writ-
ten in 1987 with Bob Ingria, entitled “Active Objects in Syntax and
Semantics.” Since the original publication of the article “Generative
Lexicon” in the journal Computational Linguistics in 1991, what had
started merely as a critique of theories of lexical sense enumeration has
developed into a fairly specific proposal for how to perform lexical se-
mantic analysis. Substantial new material has emerged from cooperative
work with several colleagues. This includes the original work done with
Bran Boguraev and discussion with Ted Briscoe and Ann Copestake in
the context of their Acquilex research funded by Esprit in Europe. The
work on unaccusativity stems from joint research with Federica Busa
of Brandeis. Extensions and elaborations of the coercion analysis for
aspectual predicates in French has been done in close collaboration with
Pierrette Bouillon of ISSCO and the University of Paris.

Several chapters have been omitted for clarity of presentation and
in some cases for clarity of the content. Hence, some topics that were
expected to be included have been deleted entirely. For example, two
important themes in generative lexical studies (the role played by Lexical
Inheritance Theory and the theory of co-specification) are not examined
in any depth in this monograph; both of these areas have become too
large to make only passing reference to, and I felt ‘the discussion possible
in this monograph would do no justice to these issues. Regarding lexical
inheritance, recent work in computational lexicography and semantics,
much of it done in the context of the Acquilex project (and reported
in Briscoe et al., 1993) has pointed to new and exciting directions for
how lexicons should be organized globally. The promise of realizing
a projective inheritance model, as suggested in my 1991 article, awaits
further investigation, although it is currently one of the topics of research
at Brandeis in conjunction with Bran Boguraev at Apple.

The second major omission in this monograph is a comprehensive dis-
cussion of co-specification and processes of selection. This has proved
to be a central concern in the applied computational research at Bran-
deis as well as the recent work on lexical acquisition and induction from
corpora. In the present study, however, I have chosen to concentrate
on the core mechanisms involved in semantic selection as they relate to
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syntactic expression. Because co-specification treats the subtle use and
variation in selection below the level of conventional semantic and syn-
tactic types, it is impossible to do it justice without extensive discussion.
This can be found in Pustejovsky (forthcoming) and to a certain extent
in Boguraev and Pustejovsky (1996).

Finally, I should point out that many questions relating to natural
language semantics are not investigated in any great detail here. In par-
ticular, issues surrounding quantification and genericity are only touched
on briefly, if at all. Furthermore, details of several of the mechanisms
of composition are to be found not here but in other works, including
Pustejovsky (1995b) and Pustejovsky and Johnston (forthcoming). My
aim in the current work has been to outline what I feel is the necessary
infrastructure for a tfuly generative, highly distributed, and lexically-
based semantic theory for language. '

James Pustejovsky
Brandeis University
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At this point, as it often happens in philosophy, we suddenly
realize that the path of inquiry we hoped to open is already
marked by the footprints of Aristotle.

Zeno Vendler
Linguistics in Philosophy
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]. Introduction

This book deals with natural language semantics, and in pa.rticulai' the
semantics of words, both alone and in combination, i.e. the problem of
compositionality. Lexical semantics is the study of how and what the
words of a language denote. Computational and theoretical linguists
have largely treated the lexicon as a static set of word senses, tagged
with features for syntactic, morphological, and semantic information.
Under this view, different word senses have been generally associated
with distinct lexical items. Nevertheless, formal theories of natural lan-
guage semantics have done little to address two important issues:

o the creative use of words in novel contexts;

o an evaluation of lexical semantic models on the basis of composition-
ality.

In this study I examine the interaction of word meaning and composi-
tionality as they relate to these concerns. I will argue that, by adequately
accounting for the problem of creative word senses, we directly address
the issue of compositionality. Our theory of lexical meaning will affect
the general design of a semantic theory in several ways. If we view the
goal of a semantic theory as being able to recursively assign meanings
to expressions, accounting for phenomena such as synonymy, antonymy,
polysemy, and metonymy, then compositionality depends ultimately on
what the basic lexical categories of the language denote. The traditional
view has been that words behave as either active functors or passive ar-
guments. But we will see that if we change the way in which categories
can denote, then the form of compositionality itself changes. Hence, if
studied comprehensively, lexical semantics can be a means to reevaluate
the very nature of semantic composition in language, in order to satisfy
the goals of semantic theory.

First, I review some basic issues in lexical representation and present
the current view on how to represent lexical ambiguity, both in theoreti-
cal and computational models. This view, incorporating “sense enumer-
ative techniques,” distinguishes word senses on the basis of finite feature
distinctions. As I argue in chapter 3, however, such an approach, makes
no distinction between what Weinreich (1964) calls contrastive and com-
plementary ambiguity.! The former is basic homonymy, where a lexical
item accidently carries several distinct and unrelated meanings, whereas



2 Chapter 1

the latter refers to logically related word senses of the same lexical item.
I then turn to some further problems with the enumeration method for
lexical description illustrated in chapter 3. It will be shown that the
representations assumed by current theories are inadequate to account
for the richness of natural language semantics.

As I show in chapters 2 and 3, most of the careful representation
work has been done on verb classes (e.g., Levin, 1993). In fact, the se-
mantic weight in both lexical and compositional terms usually falls on
the verb. This has obvious consequences for how lexical ambiguity has
been treated. In chapter 4, I discuss several devices which simplify our
semantic description, but which fall outside the conception of enumera-
tive lexical semantics. Looking at these devices closely, we notice that
they point to a very different view of lexical semantics and how word
meanings are combined.

Given the discussion in these chapters, the following conception of
lexical semantic systems emerges. Under such a theory, a core set of
word senses, typically with greater internal structure than is assumed in
previous theories, is used to generate a larger set of word senses when
individual lexical items are combined with others in phrases and clauses.
I will refer to such an organization as a generative lericon, and the op-
erations which generate these “extended senses” as generative devices,
including operations such as type coercion and co-composition. 1 discuss
how this view supports an explanatory view of semantic modeling. I then
examine the goals of linguistic theory in general and lexical semantics
in particular. I argue that our framework of knowledge for lexical items
must be guided by a concern for semanticality in addition to grammati-
cality. The model of semantic interpretation we construct should reflect
the particular properties and difficulties of natural language, and not
simply be an application of a ready-to-wear logical formalism to a new
body of data. I will view natural languages as positioned on a hierarchy
of semantic descriptions, characterized in terms of their underlying poly-
morphic generative power. I argue that natural languages fall within the
weakly polymorphic languages, more expressive than monomorphic, but
well below the power of unrestricted polymorphic languages. This par-
ticular characterization is rich enough to capture the behavior of logical
polysemy as well as effects of co-compositionality.

Next, in chapter 5, I outline the type system for our semantics. A gen-
erative theory of the lexicon includes multiple levels of representation for
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the different types of lexical information needed. Among such levels are
Argument Structure (for the representation of adicity information for
functional elements), Event Structure (for the representation of infor-
mation related to Aktionsarten and event type, in the sense of Vendler,
1967, and related work), Qualia Structure (for the representation of the
defining attributes of an object, such as its constituent parts, purpose
and function, mode of creation, etc.), and Inheritance Structure (for the
representation of the relation between the lexical item and others in the
lexicon). Chapter 6 presents in more detail the structure of qualia, and
the role they play in distributing the functional behavior of words and
phrases in composition.

Chapter 7 presents the application of the mechanisms outlined in chap-
ters 5 and 6 to the polymorphic behavior of language. A variety of poly-
morphic types is studied and I consider what operations are needed to
adequately account for the syntactic expressiveness of semantic types.
In particular, I examine the role of coercion in the grammar as well
as the need for other generative devices, such as selective binding and
co-composition. There is no single form of polymorphism; rather, poly-
semy and type ambiguity are a result of several semantic phenomena in
specific interaction.

Chapter 8 examines briefly what the consequences of qualia structure
are for the semantics of nominals. Nouns can be formally characterizable
in terms of three dimensions of analysis, involving argument structure,
event type, and qualia structure. An analysis of nominal polysemy is
presented, making use of the type system outlined in the previous chap-
ters, and explaining in more detail the distinction between unified types
and dot objects.

In the next two chapters, I outline some areas of grammar that can
be greatly simplified if we apply to them principles of generative lexical
analysis through the use of the generative devices and the type system
presented in chapter 5. In particular, I treat argument selection as driven
by semantic types, modulated by constraints on coercion rules, selective
binding, and co-composition operations in the grammar. This approach
will permit us to explain the polymorphic nature of verbs taking multiple
syntactic types. In chapter 9, I discuss the role that qualia and event
structure have in describing the way causal relations are lexicalized in
language. Specifically, I look at the semantics of causative/inchoative
verbs, aspectual predicates, experiencer predicates, and modal causatives
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such as risk.

Finally, I discuss how this view of lexical organization relates to cur-
rent theories of metaphor and pragmatically-induced metonymy. I argue,
on methodological grounds, for a strong distinction between common-
sense knowledge and lexical structure, although the issue is clearly an
empirical one. The types of creative polysemy examined in this work
exhibit a regularity and systematicity across languages that is absent
from patterns of pragmatic sense extension or modes of metaphor.



2 The Nature of Lexical Knowledge

Only a few years ago, it was conventional practice in both theoretical
and computational linguistics textbooks to cover all that needed to be
said regarding the lexicon in one quick chapter, before getting to the
more interesting and substantive topics of syntactic form and seman-
tic interpretation. Such an impoverished coverage today would scarcely
reflect the vibrancy of the field of lexical research or the central role
played by lexical knowledge in linguistic theory and processing models.
It is now standardly assumed by most linguistic frameworks (both com-
putational and theoretical) that much of the structural information of a
sentence is best encoded from a lexicalized perspective.!

The most pressing problems for lexical semantics, I believe, are the
following:

(a) Explaining the polymorphic nature of language;
(b) Characterizing the semanticality of natural language utterances;
(c) Capturing the creative use of words in novel contexts;

(d) Developing a richer, co-compositional semantic representation.

I believe we have reached an interesting turning point in research, where
linguistic studies can be informed by computational tools for lexicol-
ogy as well as an appreciation of the computational complexity of large
lexical databases. Likewise, computational research can profit from an
awareness of the grammatical and syntactic distinctions of lexical items;
natural language processing (NLP) systems must account for these dif-
ferences in their lexicons and grammars. The wedding of these disciplines
is so important, in fact, that I believe it will soon be difficult to carry out
serious computational research in the fields of linguistics and NLP with-
out the help of electronic dictionaries and computational lexicographic
resources (cf. Zampolli and Atkins, 1994, Boguraev and Briscoe, 1988).
Positioned at the center of this synthesis is the study of word meaning,
lexical semantics.

Before addressing these questions, I would like to discuss two assump-
tions that will figure prominently in my suggestions for a lexical seman-
tics framework. The first is that, without an appreciation of the syn-
tactic structure of a language, the study of lexical semantics is bound
to fail. There is no way in which meaning can be completely divorced
from the structure that carries it. This is an important methodological
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point, since grammatical distinctions are a useful metric in evaluating
competing semantic theories.

The second point is that the meanings of words should somehow re-
flect the deeper conceptual structures in the cognitive system, and the
domain it operates in. This is tantamount to stating that the seman-
tics of natural language should be the image of nonlinguistic conceptual
organizing principles, whatever their structure.

Computational lexical semantics should be guided by the following
principles. First, a clear notion of semantic well-formedness will be nec-
essary in order to characterize a theory of possible word meaning. This
may entail abstracting the notion of lexical meaning away from other
semantic influences. For instance, this might suggest that discourse and
pragmatic factors should be handled differently or separately from the
semantic contributions of lexical items in composition.?2 Although this
is not a necessary assumption and may in fact be wrong, it will help
narrow our focus on what is important for lexical semantic descriptions.

Secondly, lexical semantics must look for representations that are
richer than thematic role descriptions (cf. Gruber, 1965, Fillmore, 1968).
As argued in Levin and Rappaport (1986), named roles are usefu! at
best for establishing fairly general mapping strategies to the syntactic
structures in language. The distinctions possible with thematic roles
are much too coarse-grained to provide a useful semantic interpretation
of a sentence. What is needed, I will argue, is a principled method of
lexical decomposition. This presupposes, if it is to work at all, (1} a
rich, recursive theory of semantic composition, (2) the notion of seman-
tic well-formedness mentioned above, and (3) an appeal to several levels
of interpretation in the semantics (cf. Scha, 1983).

Thirdly, and related to the preceding point, lexical semantics must
study all syntactic categories in order to characterize the semantics of
natural language. That is, contrary to the recent trends in semantic
representation, the lexicon must encode information for categories other
than verbs. Recent work has done much to clarify the nature of verb
classes and the syntactic constructions that each allows (cf. Levin 1985,
1993). Yet it is not clear whether we are any closer to understanding the
underlying nature of verb meaning, why the classes develop as they do,
and what consequences these distinctions have for the rest of the lexicon
and grammar. The curious thing is that there has been little attention
paid to the other lexical categories (but cf. Miller and Johnson-Laird,



