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PREFACE

This book had its origins in the panel discussion on uncertainty held
. during the 1984 AAAI Conference in Austin, Texas. At that time, it
became clear that many people had many different ideas on how to
handle uncertainty in Artificial Intelligence, One of us (J.F.L.) became
interested in promoting further discussion among the proponents of the
various different views. This interest, along with Peter Cheeseman’s
* collaboration, resulted in the Workshop on Probability and Uncertainty
in AI held in conjunction with the 1985 International Joint Conference
"on Al in Los Angeles. Several excellent papers were presented at this
workshop and many ideas were exchanged. The current volume con-
tains some papers as originally presented at the workshop, revised
versions of a number of the papers presented at the workshop, and
additional papers written especially for this volume. In most cases,
revisions were made in the light of workshop discussions. The result is
a volume which presents many diverse opinions about handling uncer-
tainty in Al and which makes it evident that there is still much to argue
about on this topic. '

This volume brings together a wide range of perspectives on uncertainty,
often by their principal proponents. The first section consists of two
introductery papers. The first paper reviews numeric and non-numeric
approaches currently being proposed for handling uncertainty in AI
systems and comments on a number of the perspectives presented in
this volume. The second reviews consensus rules for combining experts’
opinions. The next set of papers is devoted to explications or critiques
of current approaches to uncertainty. This is followed by a set of papers
presenting a synthesis of current approaches; a set of papers describing
architectures and algorithms for building systems which incorporate
uncertainty; and a set of papers addressing techniques for inducing
uncertain information. The book concludes with some papers offering
alternative perspectives on uncertainty in AI and on using models of
uncertainty to address problems of minimax game trees.



vi Preface

Some of the notable issues which emerge from reading the papers in
this volume are fhe following: It is surprising to note that despite
the widespread enthusiasm for an interval based calculus of uncertainty,
as yet there appears to be no decision theory based on intervals, Nor
does Dempster—St-afer theory appear adequate for empirical data. Also
surprising is that many authors interested in Al are now advocating pro-
‘hability as the best numeric model for uncertainty when only a few
years ago probability was thought by many in Al to be inadequate.
Argumentis ar2 even being aidvanced that people are Bayesian after all.
Nevertheless there remain strong dissenting opinions not only about
probability but even about the utgity of any aumeric method in this
context, Ay

Ve would like fo thank all those who helped in organizing the workshop
and all the suthoes for thzir enthusiastic collaboration; without them
this volume would not exisi. ¥t is our hope that this work will stimulate
further communication among workers seriously concerned with
handling uncertainty in Al systems which deal with real world problems.

+ aveen N. Kanal John F. Lemmer
College rark, MD Rome, NY
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Handling Uncertain Information :
A Review of Numerie and Non-numeric Methods

Raj I{. Bhatnagar and Laveen N. Kanal

Machine Intelligence and Pattern Analysis Laboratory,
Department of Computer Science,
University of Maryland,

College Park, MD 2(:742, USA.

Problem solving and decision making by humans is often done in environ-
ments where information concerning the prcblem is partial or approximate. Al
researchers have been attempting to emnulate this capability in computer expert
systems. Most of the methods used to-date iack a theoretical foundation. Some
theories for handiing uncertainty of informaticn have been proposed in the recent
past. in this paper, we critically review these theories. The main theories that we
examine are: Probability Theory, Shafer’s Evidence Theory, Zadeh's Possibility
Theory, Cohen’s Theory of Endorsements and the non-monotonic logics. We
deseribe these in terms of the representation of uncertain information, and combi-
nation of bodies of information and inferencing with such information, and .con-
sider the strong and weak aspects of each theory.

1. Iniroduction

In the recent past, one focus of research in Artificial Inteiligence has been
the problem of “ Approximate Reasoning . The problem deals with decision
making and reasoning processes in situations where the information is deficient
in one or more of the following ways: information is partial, the information is
not fally reliable, the representation language is inherently imprecise and infog-
mation from multiple sources is conflicting. All these uncertainties may exist for
the knawledge relating to the occurence of events in a world model and also for
causal or any other relationships among various events. Information is partial
when answers to some relevant questions are not known. It is said to be approxi-
mate when the answers are known but are not accurate and exaci. It may be
caused either because of a partially reliable source or imprecise representation
language. Tn the numerie context, approximation can be viewed as a value with a
known error margin. When the possible values for a variable are symbolic rather
than numeric, approximations can be represented in terms of a fuzzy set with a
correspending membership funetion.

Causal relationships between any two events in a real world situation are
not always eas; to specify. Any event seems to be affected or related to numerous
other factors in one’s world model. A rule in an expert system then, would
require too many antecedents for a consequent. One solution is to have a very
restriced model of the world but that rsy not be a very useful option. An easier

This work has been aupporied in part by grents from the Nationsl Science Foundation to the Machine Intelligence

std Pattern Analysis Laborstery,
8550204
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way out is to specify heuristic rules along with some measure of the confidence
one has in the relationship specified by the rule. Such rules add to the uncer-
tainty of the inferences obtained from premises which are uncertain. If the infor-
mation concerning a problem i3 partial or approximate, then the problem can
gnly be solved approximately, i.e. , with uncertainty. A solution without uncer-
fainty may be possible when complete and exact information is available. But in
this case also, we may settle for an approximate solution in order to reduce the

' computational cost. The distributed environments for problem solving may also
contribute to the uncertainty because the information flow among nodes may
have to be limited. A detailed discussion on theoretical aspects of uncertainty in
problem solving environments can be found in Traub [22].

We examine various approaches that have been suggested for solving prob-
lems in environments in which the information is uncertain. Three different
aspects of this problem are:

-Representation of uncertain information

-Combination of bodies of uncertain information

-Drawing of inferences using uncertain information
We consider these problems one by one as they are handled by various numeric
and non-numeric methods proposed in the recent literature. In particular, we
examine probability Theory, Shafer's Evidence Theory, Zadeh’s Possibility
Theory, A Theory of Endorsements and the non-monotonic logics.

2. Representation Of Uncertain Inf ormation

On first thought the problem of representing uncertain information itself
appears to be very vague. It is because an inexact concept can be made clear only
by providing informal explanations, examples and exceptions etc. Any formal
representation consisting of only a finite number of symbols, each having a
predefined and exact interpretation can represent only an exact idea. To be use-
ful, any such representation must fulfil the following requirements: (1) Similarity
to the actual concept to be explained and (2) simplicity. Intuitively, one might
argue that doing away with the exactness, that is, allowing inexact interprete-
tions for syntacti¢ entities, might help, But we can't do meaningful symbolic
processing with such representations. Any formalism, 0 be amenable to
mathematical treatment must be exact; yet the problem is to represent an incom-
pletely known world model.

When a decision making system wants to select an alternative from amongst
many, it should know the state of the existing world. An alternative may have
different payofis in different states of the world. Therefore, state informstion is
necessary in order to be able to select the best alternative. It is this information
about the state of the world, which in most cases is uncertain. If extensive expert
human interaction is part of a decision making system, then cne may agree with
Chandrasekaran{ﬂ that resolution of uncertainty should be left to the human
who is an expert in that domain. Chandrasekaran also states that humans do not
use a single method for resolving uncertainties of various types and that in
attempts to understand intelligent human problem solving strategies using pro-
grams, 3 ““ search for normative uncertainty calculi is pointless "’ It is easy to



