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PREFACE

It will be evident from the contents of this book that its main
concern is with the needs of those engaged in scientific computing
problemg using desk calculators. Nevertheless, one hopes that it
will also serve some of those fortunate enough to have access to
electronic computers, the advent of which has certainly multiplied
many times the quantity of computing being done, but has not
made unnecessary a study of methods suitable for hand calcu-
lations. The danger is rather that too many may come to use fast
machines without adequate knowledge and experience of such
methods and the pitfalls of numerical work generally. No doubt
the day will come when a handbook of techniques appropriate to
electronic computers can be written, but experience is still growing
too rapidly to make this other than a hazardous adventure at
present.

An attempt has been made to cover a fairly wide range of
computing problems, and to blend the old with the new. Many
familiar and well-tried methods are therefore to be found here as
well as more recent developments. The importance of matrix
methods in computing is such that they have been introduced
gradually towards the middle of the book, and subsequently
stressed; the same applies to processes involving iteration. How-
ever there are some notable omissions, such as quadrature
formulas of the Gaussian type, and Runge-Kutta methods of
integration. If any excuse need be made for this, it is that they
are well described elsewhere, and that their value for hand com-
puting is limited. A more serious fault perhaps lies in the emphasis
given to methods based on polynomial approximation and
comparative neglect of trigonometrical functions; this should
some day be remedied.

The fact that the book runs to nearly 600 pages is largely due
to the inclusion of many worked examples. It is hoped that these
will give readers a reliable impression of the value of the methods
described. Apart from this no attempt has been made to provide
exercises of a purely numerical kind, These are extremely easy
to construct, and those engaged in computing will mostly prefer
to get on with their own problems. When practice is wanted it is
more profitable to repeat step by step the example given in the
text, and to consider whether it has in fact been done in the best

-1



iv PREFACE

way. The exercises following some chapters are often exercises in
name only, being rather extensions of the text with possibly
significant applications.

In writing the book I have been aided greatly by the published
‘work of Btitish mathematicians, past and present, whose contri-
butions to numerical analysis have indeed been considerable. A
similar debt is owed to America, especially to the work of W. E.
Milne. To Prof. A..C. Aitken I am grateful among other things
for allowing me to include some early numerical examples of his
on the solution of polynomial equations. Finally, it is very pleas-
ant to acknowledge that my interest in computation was greatly
stimulated: by the enthusiasm of the late Dr. Comrie, and sustained
by Prof. H. 8. W. Massey, whoge insistence on the importance of
numerical techniques for scientists in general and physicists in
particular gave to this volume its origin and purpose.

R. A. BUCKINGHAM
UntvERSITY COLLEGE
LoNpon
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CrAPTER 1

AN INTRODUCTION TO COMPUTATION

WaaT is the art of computation? This question may for the
moment be answered as follows. Most calculations are carried
out with numbers which are to some extent approximate, by
methods which are often inexact, and their résnlts, expressed in
numerical form, are also approximate; yet there is normally only
one answer which is correct to a spec1ﬁed degree of accuracy.
The art of computation therefore lies in obtaining this correct
answer with reasonable certainty, and with the least unnecessary
labour.

Like most short definitions, this statement implies a great deal
more than is immediately obvious. The emphasis, however, is
not merely on attaining the right result, but also on knowing that
it is- right, and the extent to which it can be relied upon, even
though in the process rather more work has been done than seemed
essential. A satisfactory end to a computation depends largely
on using well-tried methods in solving particular types of problem,
chosen both for ease of checking and economy of effort. The
development of such methods is the main preoccupation of later
chapters; for the present we shall be concerned more with the
question of accuracy, which is now seen to have two aspects.
First, there is the assessment of errors which are legitimate and
unavoidable; secondly, the avoidance of those which are illegiti-
mate, or what is so often necessary, the speedy discovery and
removal of mistakes which should never come into being. It is
therefore not inappropriate that the first section of this chapter
dealing in general terms with the art of computatlon should be
mainly concerned with errors, both genuine and accidental. In
it, we hope to discuss satisfactorily what errors are and how they
are propagated in simple calculations, and the principles, rules
and precautions which all help to eliminate blunders.

In asking for a minimum of effort the definition implies further
- that the best possible use should be made of auxiliary information,
provided for instance by tables, and of such machines as may be
available.

We envisage the computer as presiding over (¢) one or more
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2 NUMERICAL METHODS

calculating machines on which the majority of arithmetical
operations are performed and numbers are temporarily stored,
(b) all the necessary tables, ropresenting a storehouse of numerical
knowledge on which the computer can call at will, (c) a sheet of
paper containing the preliminary data of the problem, to which
are added the essential parts of the calculation as it proceeds, and
the final result. The computer’s task is then so to organize the
transference of numbers between the three sets of equipment
under his control that the solution of the problem is achieved as
rapidly and as surely as possible.

With a view to filling in some of the details of this general
picture, the second and third sections of this chapter discuss some
of the questions raised by the use of tables, and the role of
caloulating machines, particularly desk calculators.

Errors

A few elementary definitions are necessary. If y’ is the approxi-
mate value of a quantity whose exact value is denoted by ¥,
practice differs as to whether the error of 3’ should be defined by
y' —yory —y'. The distinction is often irrelevant, and we shall
often use the term error in the broad sense when sign does not
matter. When it does matter, we shall try to adhere to the follow-
ing definitions— -

Absolute error e=y —y

Absolute correction or remainder r =y — y’

Thus to obtain the correct value, the error should be subtracted
or the correction added to the approximate value. The term
deviation may sometimes be used instead of abeolute error,
particularly when this represents, not the difference between y’
and y itself, but between y’ and the best estimate of y that happens
to be available. »

Although errors are often expressed in absolute measure, which
will involve the dimensions, if any, of the quantity concerned, a
better guide to the merit of an approximation is often given by its
relative error

a=l?!_:_?i‘zly_:l
y y

or by the percentage error, which is 1005. Here it is usually only
magnitude which matters, and relative errors are obviously
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dimensionless. In particular the measurement of a physical
quantity, e.g. length, mass, time, is regarded as more accurate the
smaller the relative error. The term tends to lose any significance,
however, if § exceeds, say 0-5, and it may then be preferable to
define the error logarithmically, e.g.
" logarithmic error = log,, |¥'[y|

.A logarithmic error of +- 1, i.e. & factor of 10, is loosely described
as “an order of magnitude.”” We shall be concerned mainly with
relative errors. ,

So much for definitions which do not involve any consideration
of the nature or origin of the errors concerned. When we consider
the numbers which provide the starting-point for calculation,
however, it is important to distinguish two types of error which
they may contain. These are

(2) rounding errors,

(b) experimental or statistioal errors.

We shall discuss rounding errors first.

1.1. Rounding Errors
The usual method of rounding off a number to a desired number
of decimals is illustrated by successive reductions of m—
3-1415926535. . .
3-141593
3-141569
3-1416
3-142
3-14

The rule for rounding k decimals may be summarized as follows—
" Rule 4

(k + 1)th decimal " kth decimal
0,1,23,4 . unchanged
6,7,8,9 increased by 1

If this rule is correctly applied, the absolute roundmg error will
not exceed -4- 0:56 x 10~%,
The example above does not involve the critical case represented
by the number
-1234-5000. . .
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which might be rounded up to 1235 or down to 1234 without
violating the limits 4+ 0-5 for the rounding error. To dismiss the
critical case thus, however, is to be a trifle unrealistic. The
computer rarely knows a large number of digits beyond the one
which is being rounded; often he knows only two or three, or
perhaps only one, and the last known digit may itself be uncertain
to 1 or 2 units, because of previous rounding and other causes.

A typical instance is the rounding of a (& + 1)-decimal table
to k decimals. Of the final digits to be dropped, roughly one-tenth
will be 5’s, and of these about one-half would involve rounding
up and one-half rounding down if further decimals were available.
Since the computer does not know which to round up and which
to round down, a convention is necessary which preserves the
random distribution of rounding errors between positive and
negative values. The usual convention may be expressed as a
rule supplementary to rule 4 already given—

Rule B

When the (k - 1)th decimal is 5, the kth decimal is in-
creased by 1 when odd, and unchanged when even.

This involves an increase in the maximum possible rounding
error. Thus if 1234-5 can in fact represent any number between
1234:40... and 1234-60. .., the effect of rounding to 1234 may
introduce a rounding error of magnitude 0-6.

When numbers are rounded off to & decimals from (k -+ 2)
decimals, the last of which is uncertain to 1 unit, & rounding
error of 4 0-51 of the kth decimal should not be exceeded in the
eritical case, which is now ten times less frequent.

In the light of this it is interesting to examine a device commonly
used in printing tables*; this is the addition of 5 in the place
following the last to be retained, as in the following table of sin
(to be rounded to 4 decimals)—

x sin x ‘
0-10 0-0998 33 0-0998 83
0-11 0-1097 78 modified 0-1098 28
0-12 0-1197 12 to 0-1197 62

0-13 0-1298 34 - 0-1296 84

* Tt is also used in automatic digital machines.
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In the modified table the figures to the right of the gap can
merely be removed, and the.result is a table correctly rounded
according to rule 4. All critical cases, however, are rounded up,
thus violating rule B. When two or more decimals are dropped
this rarely matters, because it is so infrequent, but when dropping
one decimal only, about 5 per cent of values would be improperly
rounded and so give an appreciable excess of positive rounding
errors. If these were extensively combined by, say addition, the
result might be an unwelcome accumulation of errors.

It is sometimes an advantage to limit rounding errors more closely
than is possible by the standard method of rounding. We mention two
notations which achieve this to some extent.

(@) SiNneLE-DOT NOTATION :

In this, the last digit to be kept is rounded up only if the figures
neglected lie between 0-750... and 0-999..., in units of the last
decimal; if these figures lie between 0-250... and 0-750..., the last
digit is followed by a dot or some other symbol. Thus 1-23456 might
be denoted by—

1234’ or 1234+ or 1234,

Further examples are given by successive approximations to 7—

3.1415926' 31416
3.141592' 3.141°
3.14159° 314

Addition and subtraction of numbers thus rounded proceed on the
agsumption that * is equivalent to 1/2.

(6) Higa- axp Low-por NOTATION

Rounding is carried out by the standard method, but in addition, &
high dot is added if the neglected figures lie between 1/6 and 1/2 (in
\m:lts 7f the last decimal), or a low dot if these figures lie between 1/2
and 5/6.

Thus, using = again as an example, we have—

3-14159265 . 3-1416
3-1415927. 3-142.
3-141593. 3-14
3-14159°

Addition and subtraction are carried out as if a high dot were equivalent
to + 1[3, and a low dot to — 1/3; thus

242 =4 2 +.2 =35. I x2 =7
3—(T.642)
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Obviously method (@) limits the rounding error to 4 1/4 and
(b) limits it to 4 1/6, excluding critical cases. An advantage of
(), when used in printed tables (e.g. M.T.C.), is that the dots can
be ignored if the table is accurate enough without using the extra
information which they provide.

Let us return for a moment to the definitions of absolute and
relative error. When the errors of numbers arise mainly from
rounding, as in tables of mathematical functions, a good measure
of their absolute accuracy is provided by the number of correct
decimal places. A much cruder measure of relative accuracy is
given by the number of significant figures. Thus the numbers
0-000101 and 0-000999, both of which have the same absolute
accuracy afforded by 6 decimals, and 3 significant figurer, may yet
have relative errors differing by an order of magnitude. It is
common practice to use nD or nS to denote that a number is
specified with n correct decimal or significant figures respectively.

1.2. Experimental Errors

The numerical description of experimental errors is usually
less simple than that of rounding errors. One of the properties
commonly associated with rounding errors, say in a standard
mathematical table containing & decimals, is that they are
uniformly distributed between extreme values - 0-5 x 10~

Il(')
Voo

:4. 4: ¢ ~20- -0 [} o 20~
(@) ()

F16. 1.1. PROBABILITY DISTRIBUTIONS
sb; Rectangular distribution of TOUN

errors.
Distribution of experlmen errors. e probability of an error between e and
e+ deis g (e) de

This implies a probability distribution which is rectangular in
shape (see Fig. 1.1 (a)) or very slightly rounded if critical cases

are significant. It is true that some distributions of rounding

errors may be far from uniform, e.g. in a 2- or 3-decimal table of

L]
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n[16 or 7[3, where # is an integer; so one must be on the watch
for exceptional cases. However, if a quantity is stated to have
the value

i
and the error atises from rounding, it is generally assumed that
the same probability is a.tta.ched to any error between the limits
=+ €.

When the error is experimental in origin, however, and the same
form is used, the significance of ¢, is usually quite different. This
is because expenmental errors (systematic errors apart), tend to
be distributed in a way more resembling the curve in Fig. 1.1 (),
representing the normal error distribution, in which

gle) = exp (— e?{20?)

1
o/ (2m)
This contains a parameter o, usvally called the standard deviation,
such that about 5 per cent of errors exceed 20 in magnitude and
slightly less than 0-3 per cent exceed 30. On the supposition that
errors are distributed acoording to the normal law, it is posslble
to state the appromma.te value of a physical quantity as y’ -+ o,
where o is estimated in a prescribed way from a set of measure-
ments of the quantity. One warm'ng is necessary: the probable
error, approximately 0 67450, is sometimes used in place of o¢; s0,
if confronted with say, a measured length 23-45 4+ 0-21 cm, one
must make sure whether 0-21 represents the standard deviation
or probable error of the measurements.

1.3. Effects of Simple Calculations on Errors

The result of any computation is affected by

(a) errors in the data, which we have seen may be due either
to rounding or to experiment or possibly both;

(b) approximations made during the computation, leading to
what may be termed computational errors or truncation errors.
‘The latter term is used because the kind of approximation which
is made involves the use of a finite number of terms of an infinite
series, or a finite number of repetitions of an iterative process
which should strictly be carried out ad infinitum. Rounding
errors, too, made during the computation, are essentially com-
putational, and are often such that their cumulative effect is very
difficult to assess. On the other hand, a ealeulation which involves
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only arithmetical processes, such as addition, subtraction, multi-
plication, etc., and which can be carried out with virtually com-
plete accuracy, does not contribute to computa.tlona.l errors, but
only modifies errors already present in the data. It is the effect’
of such caloulations that we are concerned with at the moment,
though some simple computational errors, arising in linear inter-
polation, will be eonsidered in § 1.6.

ADDITION AND SUBTBACTION
Let Y=ay, +agys+ ...+ ay,

where the coefficients a, may be positive or negative. If ¥’ is an
estimate of Y obtained by using approximate values for the y’s,
e.g. ¥, for y,, with an error ¢; = y,’ — y,, etc., then the resulting
error in Y’ is E, where -

E=a181+a868+- . -+aneu
and hence :

|B] <laa - les| + lag] - leal + - - - + |auf - |ea]  (1.1)

When the magnitudes of the individual errors are limited, (1.1)
provides an upper limit to the error involved in Y’. It is easy to
see how |E| may be dominated by a single large absolute error,
as in the sum of 4-digit numbers shown below. If each number is
assumed to have been rounded in the 4th digit, the error of the
. sum comes almost entirely from 1001; digits to the right of the
dotted line have little significance.
23-8i2
12:9i1
0-3281
1001- |
821-4;

1859-4

MULTIPLICATION AND DIvisioN

Let Y=9"y™. . .¢>
where the »’s may be positive or negative integers, and let an
estimate of Y again be made, using y,’ for y, and so on. With the
assumption that the relative errors of y,’, etc., are small, so that,
for instance,
¥ + e)™ =, (1 + prenfyy)



