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Preface

Regression analysm has become one of the most. wndely used statistical
tools for analyzing multifactor data. 1t is appealmg because it provides a
conceptually simple method for investigating functional relationships
among variables. The standard approach in regression analysis is to use a
sample of data to oompute an estimate of the proposed relationship, and
then evaluate the fit using statistics such as ¢, F, and R2.

Our approach is much broader. We view regression analysis as a set of

"data analytic techniques that are used to help understand the interrelation-

ships among a given set of variables. The emphasis is not on formal
statistical tests and probability cqmputanons We argue for an informal
analys1s directed towards uncovering pa{tems in the data.

We utilize most standard and some not so standard summary statistics
on the basis of their intuitive appeal. We are not overly concerned with -
precise probability evaluations. We rely heavily on graphical representa-
tions of the data. In particular, many variations of plots of regression
residuals are used. Graphical methods for exploring residuals can suggest
mode] deficiencies or point to “troublesome” observations. Upon further
investigation into their origin, the troublesome observations often turn out
to be more informative than the well-behaved observations. We feel that
more information is obtained from an informal examination of a plot of
residuals than from the formal test of statistical significance of some
limited null-hypothesis. In short, our presentation in the chapters of this
book is gmded by the principles and concepts of exploratory data analysis.

The various concepts and techniques of regression analysis are devel-

'oped with the aid of examples. In each example, we have isolated one

or two techniques and discussed them in some detail. The data was chosen
to highlight the techniques being presented. Although when analyzing
a given set of data it is usually necessary to employ many techniques,
we have tried to choose the various data sets .so  that it would not be
necessary to discuss the same technique more than once. Our hope is that
after working through the book, the reader will be ready and able to an-
alyze his or her own data methodically, thoroughly, and confidently.

vil



viii PREFACE
No attempt is made to derive the techniques used. Techniques are

described, the required assumptions are given, and finally, the success of

the technique in the particular example is assessed. Although derivations of
the techniques are not included, we have tried to refer the reader irr each
case to sources in which such discussion-is available. Our hope is that some
of these sources will be investigated by the reader who wants a more
thorough grounding in theory. The emphasis in this book is not on
formulas, tests of hypotheses, or confidence intervals, but on the analysis
of data.

We have taken for granted the availability of a computer and a statisti-
.cal analysis system. We feel that there has been a qualitative change in the
analysis of linear models, from model fitting to model building, from
overall tests to clinical examinations of data, from macroscopic to the
microscopic analysis. To do this kind of analysis a computer is essential
and we have assumed its availability. No-specific machines or plotters are
needed to carry out the different analyses. Almost all of the analyses we

use are now available in software packages at most computer centers in .

universities. business, and government agencies.

The material presented is intended for anyone who is involved in
analyzing data. The book should be helpful to anyone who has some
knowledge of the basic concepts of statistics. In the university, it could be
a text for a course in regréssion analysis for students whose specialization
is not statistics, but nevertheless use regression analysis quite extensively in
their work. For students whose major empbhasis is statistics, and who take a

course on regression analysis from a book at the level of Searle, Plackett, -

or Rao, this book can be used to balance and complement the theoretical
aspects of the subject with practical applications. Outside the university,

this book can be profitably used by those people whose present approach:

to analyzing multifactor data consists of looking at standard computer
- output (1, F, R?, standard errors, etc.), but who want to go beyond these
summaries for a more thorough analysis.

We have attempted to write a book for a group of readers with diverse
backgrounds. We have also tried to put emphasis on the art of data
analysis rather than on the development of statistical theory. We are
fortunate to have had assistance and encouragement from several friends,
colleagues, and associates. We particularly want to mention Professor
Martin J. Gardner of the University of Southampton, U. K. who read an
early draft and made valuable comments. Some of our colleagues at New
York University have used portions of the material in their courses and
have shared with us their comments and comments of their students. The
students in our classes on regression analysis have all contributed by

~ asking penetrating questions and demandirig meaningful and understand-

I"‘J‘-‘
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able answers. Mr. Tak Lo has assisted with some aspects of the computer
work. Ms. Roberta Mollot typed the final manuscript with haste and
accuracy. To each of these people and to the many others that have
provided assitance and encouragement we are grateful and express our
thanks. , -

We are . grateful to the Literary Executor of the late Sir Ronald A.
Fisher, F.R.S., to Dr. Frank Yates, F.R.S., and to Longman Group Ltd.,
London, for permission to reprint four columns from Table III (p. 46)
from their book, Statistical Tables for Biological, Agricultural, and Medical
Research (6th edition, 1974).
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CHAPTER 1

Simple Linear Regression

1.1. INTRODUCTION

Regression analysis may be broadly defined as the analysis of relation-
ships among variables. It is one of the most widely used statistical tools
because it provides a simple method for establishing a functional relation-
ship among variables. The relationship is expressed in the form of an
equation connecting the response or dependent variable y, and one or
more independent variables, x,,x,,...,x,. The equation, or to be more
precise, the regression equation takes the form

y= bo+ blxl + bzXz"’ G +bpx’,

where bg,b,b,,...,5, are called the regression coefficients and are de-
termined from the data. A regression equation containing only one inde-
pendent: variable is called a simple regression equation. An equation
containing more than one independent variable is referred to as a multiple
regression equation. An example of simple regression would be an analysis
in which the time to repair a machine is studied in relation to the number
of components to be repaired. Here we have one dependent variable (time
to repair the machine) and one independent variable (number of compo-
nents to be repaired). An example of a very complex multiple Tegression
situation would be an attempt to explain the age-adjusted mortality rates
prevailing in different geographic regions (dependent variable) by a large
number .of environmental and socioeconomic factors (independent vari-
ables). Both types of problems are treated in the text. In fact, these two
particular examples are inoluded, one in the first chapter, the other in the
last chapter.

The explicit determination of the regression equation is in a sense the



2 SIMPLE LINEAR REGRESSION 1.2

final product of the analysis, It is a summary of the relationsmp petween y
(the dependent variable) and the set of independent variables, the x’s. The
equation may be used for several purposes. It may be used to evaluate the
importance of individual x’s, to analyze the effects of policy that involves
changing values of the x’s, or to forecast values of y for a given set of x’s.
Although the regression equation is the final product, there are many
important by-products. We view regression analysis as a set of data
analytic techniques that are used to help understand the interrelationships
among variables in a certain environment. It is assumed that data from the
environment is available. Sometimes the data will have been collected in a
controlled setting so that factors that are not of primary interest can be
held constant. Most often the data will have been collected under nonex-
perimental conditions where very little can be controlled by the investiga-
tor. The task of regression analysis is to learn as much as possible about
the environment represented by the data. We emphasize that what is
uncovered along the way to the formulation of the equation may often be
‘as valuable and informative as the final equation.
~ We begin our study by considering the simple linear regression model.
In this chapter the model is formulated, assumptions are stated, and the
standard theoretical results are recorded. There are no formal derivations.
Familiarity with standard results is developed through the examples.
Formulds are presented, but only for purposes of reference. It is assumed
throughout that the necessary summary. statistics will be computer gener-
ated from an existing regression package.* The reader familiar with the
basic concepts of regression analysis may choose to begin with the section
labeled, “Analysis of Residuals” and then proceed to the example on p. 10,
‘referring back to the formulas as necessary. Readers interested in mathe-
matical derivations are referred to the bibliographic notes at the end of this
chapter where a number of books that contain a formal development of
the regression problem are listed.

1.2. DESCRIPTION OF THE DATA AND MODEL

The data consists of 1 observations on a dependent or response variable
and an independent or explanatory variable x,. The observations are

*lvavss cuwpuier coniers ana commerciat computer ume vendors offer one or more regression
analysis packages. We assume thatthuepromnhavebeenthomughlytatedmdpmduee
numerically accurate answers. For the most part the assumption is a safe one, but for some
data sets, different programs have given dramatically different results. See Beaton, Rubin,
and Barone (1976), or Longley (1967), for a discussion of this problem.



1.3 ' ESTIMATION AND TESTS OF HYPOTHESES 3
usually recorded as follows:

Observation number y x)
1 n X
2 Y2 X12
3 3 13
n Yn X1n

The relationship between y and x, is formulated as a linear* model
Yi=Bo+Byxy+u, i=12..,n (1.1)

where B, and B, are constants and are called the model regression
parameters, and u, is a random disturbance. It is assumed that in the range
of the observations studied, the linear equation (1.1) provides an accept-
able approximation to the true relation between y and x,. In other words, y
is approximately a linear function of x,, and u measures the discrepancy in
that approximation. It is assumed that for every fixed value of x,, the u’s
are random quantities independently distributed with mean zero and a
common variance denoted by ¢2. The coefficient 8; may be interpreted as
the increment in y correspondmg to a unit increase in x,.

13, ESTIMATION AND TESTS OF HYPOTHESES

The parameters Bo and B, are estimated by the method of least squares
which involves minimizing the sum of squares of the residuals. S(By By
where

S(BoB)= Zoit= 3 (1~ Bo=Bisi-
The values of 8, and B, that minimize S(8,8,); b, and b, are given by
2 ()’i'i)("u“’?l)

b= (1.2
2 (xu— 1) (2

*The adjective linear has a dual role here. It may be taken to describe the fact that the
relationship between y and x, is linear. More generally, the word linear refers to the fact that
the regression parameters enter Equation (1.1) in a linear fashion. As we shall encounter later,
ymi-ﬂ,x i+u is also a linear model even though the relationship between y and x, is

q tic.



4 SIMPLE LINEAR REGRESSION 1.3
and
by=y—bx,, (1.3)

where

- 2)’1 lei
—-

y= > and x;=
Based on the assumptibns described previously concerming e u’s, it
follows that the quantities, b, and b,, are unbiased estimates of Bo and B,.
Their variances are

: .
Var(b))m ————— (14)
("u“”?l)
d]
Var(bg)=o*| = + —-——_—} (1.5)
" 2("11"‘1)2~
An unbiased estimate of o* is s* given as
2 2 (-)'i"bo‘bl"u)2
sl (1.6)

n—2

Replacing o? by s? in (1.4) and (1.5) we get unbiased estimates of the
variances of b, and b,.

Corresponding to the ith observation, the response value predicted by
the model is given as

Yi=by+b,x,, (1.7)
The residual corresponding to the ith observation is

&=y~ (1.8)
and the standardized value of the ith residual is defined by
i
€=, (1.9)

where s is obtained from (1.6).
In order to construct confidence intervals and to perform tests of
hypotheses about the parameters in the regression model, we have to make .
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an additional assumption about the probability law of the u’s. The u’s are
assumed to have a normal distribution. v

With this assumption of normality, the least squares estimate, b,, of B, is
normally distributed with mean B, and variance as given in (1.4). To test
the null hypothesis Hy(B8,=B?), where B? is a constant chosen by the
investigator, the appropriate test statistic is

(5,-8))
-t .10
= selby) (1.10)
where s.e.(b)) is the standard error of 4, and is given by
s.e(by)= s ' (1.11)

(Seu-2)"

The statistic 7 in (1.10) is distributed as a Student’s ¢ with (n —2) degrees of
freedom. The test is carried out by comparing the observed value with the
appropriate tabulated critical ¢ value. The usual test is for =0 in which
case ¢ reduces to the ratio of b, to its standard error. '

The confidence limits for 8, with confidence coefficient (1 — a) are given
by ‘

bixt(n—2%)[seb))], (1.12)

where 1(n—2,a) is the (1—a) percentile of a ¢ distribution with (n-2
degrees of freedom. The intercept of the regression line, by, is normally
distributed with mean B, and variance given in (1.5). The statistic for
testing Hy( B,= By), where B is a value specified by the investigator, is

1= gg(—:)—‘;, (1.13)
where
1/2
s.e.(bo)=s[ 1 #-———f—i—-} (1.14)
D> (xli“il)z

and 18 distributed as a Student’s 1 with (n—2) degrees of freedom. The
confidence limits for B, with confidence coefficient (1— a) are

{b,,: t(n—2,%)[s.e.(b0)]}. (1.15)



6 - SIMPLE LINEAR REGRESSION. 14
14. INDEX OF FIT

After obtaining estimates of B, 8, and ¢? it is desirable to evaluate the
goodness of fit of the model in Equation (I.1) to the observed data. The
index most widely used for this purpose is the sample correlation
coefficient computed for y and y, defined* as ’

R= 2()’.“)3()%‘?) , (1.16)

[ S-S (yz—y:)’]”z

where y is the average of the y's. 1ne numerical value ot R lies between 1
and —1. This goodness of fit index may be viewed as a measure of the
strength of the linear rélationship bétween y and x,. The square of the
correlation coefficient, R? may be written as

2 67 __),,})2 o

2 -y )2 .
The definitions of R given in (1.16) and (1.17) are algebraically equivalent.
The definition given in (1.17) provides us with an alternative interpreta-
~ tion. The index R? may be interpreted as the proportion of total variability
in y that is explained by x,. If R? is near 1, then x, explains a large part of
variation in y. To examine whether x, explains a significant amount of
variation in y, the null hypothesis tested is Hy(p=0) against an alternative
H(p+0) where p is the population correlation coefficient. The appropriate
statistic for testing this hypothesis is ' '

R=1 (1.17)

= (1.18)

where 1 is a Student’s variable with (n—2) degrees of freedom. The test is
carried out by comparing the observed ¢ value with a tabulated ¢ value
with appropriate degrees of freedom.

It is clear that if no linear relationship exists between y and x,, then 8,,
the population regression coefficient, is zero. Consequently, the statistical
tests for Hy( B, =0) and H(p=0) should be identical. Although the statjs-
tics for testing these hypotheses given in (1.10) and (1.18) look different, it
can be demonstrated that they are algebraically equivalent.

*The numerical value of R may also be obtained by computing the correlation coefficient
between y and x,.
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1.5. PREDICTED VALUES AND STANDARD ERRORS

The-fitted fegression equation can be used to predict the yalue of the
dependent variable y which corresponds to any chosen value, x{, of the
independent variable. The predicted value y, is

Fo=bo+b,x? . (1.19)
and has a variance, .

—\2
1 (x?- x,)

Var(5p)=ot| 14+ L+ =1V | (1.20)
° O S E) |

'An estimate of the variance of j, is obtained by replacing o by s* in (1.20).
The confidence limits for the predicted value with confidence coefficient
(1—a) are o 1(n~2,a/2)s.e{yy), where

\";?- xl)2
2("1;_;1)2

The predicted response has a normal distribution with mean, o= By
+ B,x{. If our interest is in the mean response, then g is estimated as

s.e.(Fp)=s|1+ §'+‘ (1.21)

fig=by+ b, x] (1.22)

with variance

: -2
Var( fig) =o? 1, i)

| n» 2(-""—.’?1)2 ‘

Note that the point estimate of p, is identical to the predicted response, Yo
The difference in interpretation is reflected in the variances of the respec-
tive quantities. '

(1.23),

1.6. EVALUATING THE FIT

We have stated the basic results that are used for making inferences in
the context of the simple linear regression model. The results are based on
summary statistics that are computed from the data. The results are valid
and have meaning only insofar as the assumptions concerning the residual



