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Foreword

Everyone in business, from trainer to chief executive
officer, must daily face problem solving and decision
making based on extensive but incomplete, uncer-
tain, and even contradictory data and knowledge. Up
until now, the conventional use of the computer has
filled rooms with printouts without being of much
assistance in these areas. This state of affairs is largely
due to a literal-minded approach to the computer.

Well, help is on the way. Paul Harmon and David
King have created a fine introduction to the design
and use of the expert systems that enlist the computer
in a healthy and powerful way to solve the difficult
and important problems of business.

“Artificial intelligence” has a forbidding and
threatening ring to most of us. The words suggest
supplanting, rather than supplementing, and deny-
ing, rather than extending, our human capabilities to
set goals and directions. But this area of computer
science has now fathered the creation of expert
systems (also called knowledge systems), and these
new systems promise to harvest the remarkable devel-
opments of computer science and computers to make
all of us more effective.

Furthermore, as this book teaches us, expert sys-
tems can be developed that factor experience into
decision making in a fashion that is friendly as well as
powerful and that gives us comfort and confidence in
our actions. A proper expert system can be far more
useful and reliable than any expert information
source otherwise available to us. Expert systems do
not tire or become cranky; they do not bluff but
instead tell us the limitation of their knowledge and
estimate the uncertainty of their conclusions; they
process and distill the experience of many experts and
apply it to our problem without bias; they tell us upon
our demand what assumptions they are making and

what their line of reasoning is; in short, they add
breadth and depth to our reasoning and decision
processes.

The authors here introduce us to expert systems
over the whole range, from the simpler here-and-now
training exercises to prospective systems that will aid
the very top levels of a large corporation. They show
us how to get started by adopting a limited system for
a confined task and observing its costs, its benefits,
and how it changes the way we view our tasks and the
use of experts. They make a compelling case that the
time is ripe to invest in the experience that we shall
soon need to move promptly as ever more capable
expert systems are developed.

As this development occurs, we shall be applying
this experience as we interact with our own experts,
with the knowledge engineers who create the expert
systems, and with the vendors of tools and systems.
This book provides the knowledge that will be indis-
pensable as we decide how and where to start, how to
assess the claims and the performance of people and
vendors, and how fast to move. There is a great deal
of push from the computer scientists, engineers, and
ambitious corporations to develop systems rapidly;
this book educates us so that we can decide how
rapidly to pull expert systems into our businesses.

It is early yet to estimate the magnitude of the
contribution expert systems will make to the exten-
sion of human capability and to our effectiveness as
managers, and it would be more than a little reckless
to rank it now along with steam power and electric-
ity. But the contribution will be in that class and will
be indeed profound. With the help of this book we
can now move into this new world.

Robert L. Sproull



Preface

Suddenly everyone is talking about artificial intelli-
gence and expert systems. Those who come in con-
tact with the basic ideas behind expert systems imme-
diately begin thinking of ways to improve business by
applying this new computer technology to solve some
of the persistent and difficult problems they face.

We first became excited about cxpert systems in
1983. One of us is a psychologist and the other a
management consultant who specializes in helping
corporations solve “human performance problems.
We've worked on several projects together, and in
early 1983 we found ourselves engaged in helping a
new expert systems company develop workshops to
explain its technology to businesspeople. The more
we've learned about expert systems, the more we
have become convinced that expert systems will, in
fact, change the way businesses operate. Moreover,
expert systems will change the way people think
about solving a vast array of different problems.

We have consulted with many large corporations
and several small businesses. In each case, we worked
with a client to help solve some practical business
problems. Occasionally, we encountered problems
that simply could not be solved with existing tech-
nologies. More often, we have faced problems that
were so difficult or complex that they could only be
partially solved. As we learned about expert systems,
we realized that this new rechnology will make it
possible to develop quick, pragmatic solutions to a
wide range of problems that currently defy effective
solutions.

We have written this book for executives, middle
managers, computer systems personnel, and corpo-
rate trainers. We are convinced that each of these
groups of people needs to know about expert systems.
In order to address such a diverse audience, we have

included some material that will be of interest to one
group and not the other. We have avoided unneces-
sary computer and business jargon. Where we intro-
duce technical terms we define them with clear,
nontechnical examples.

The following suggestions should help you maxi-
mize the useful information that you gain from this
book.

Everyone should read Chapter 1. It provides a
general introduction to the subject and defines key
terms.

If you are an executive or a middle-level manager,
you should probably skip to Section Four and review
how expert systems are likely to be used in the near
future. Then, depending on how much depth you
want, you can look at Section Three for some ideas
on the steps involved in actually developing a system,
or at Section Two for information on the costs
involved in purchasing system building tools or for
examples of systems that have already been built.

If you are involved in computer systems develop-
ment or implementation, you will probably want to
read the chapters in the order in which they are
presented. If you already know about the theoretical
underpinnings of Al and expert systems, you might
skip Section One and only return to it after you have
looked at Section Two. Our reference list, explained
below, will be especially useful in locating primary
sources.

If you are involved in training or are particularly
interested in applying expert systems to the practical
problems of improving employee productivity, we
recommend that you read Chapters 3, 7, 8, 11, and
then Section Four. This route through the book
emphasizes the development of “small knowledge
systems.” After taking this path you will probably
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want to go back and read Section One more carefully,
but that is something you can decide a little later.

The book does develop concepts in a systematic
manner and thus, if you skip around, you may en-
counter terms that you don't know. We have in-
cluded a glossary as Appendix A that should help
readers who choose an unconventional route.

To make the book flow as smoothly as possible, we
have avoided footnotes and references. Annotated
citations are collected in Appendix C. Information
about companies is located in Appendix B. We have
limited our references to commonly available books
or magazine articles. This is consistent with our goal
of providing a broad overview of expert systems and
their business applications. For readers needing more
technical depth, we identify books in our reference
list that provide citations to the extensive technical
and scholarly literature of artificial intelligence.

Our understanding of applied artificial intelligence
has been shaped by a number of people. Our profes-
sional and academic interests in cognitive science

provided the foundation. Our first professional con-
tact with expert systems occurred when we assisted
Teknowledge Inc. with the development of training
programs. Many people at Teknowledge have given
us advice and shared their ideas with us, and we
gratefully acknowledge their influence.

We have talked to many other people—more than
we can list—who have helped us to clarify our ideas.
A few individuals stand out and we’d like to acknowl-
edge them: Thomas F. Gilbert, Frederick Hayes-
Roth, Cliff Hollander, Peter E. Hart, Tom Kehler,
Claudia Mazzetti, and Karl M. Wiig.

We also thank James Eilers, who helped prepare
the manuscript and graphics for the book, and
Theron R. Shreve and the many other helpful people
at John Wiley & Sons. Finally, of course, we must
express our appreciation to our families for tolerating
our obsession with this project.

Paul Harmon

David King
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1.

Introduction

This book is about expert systems and how they will
change the world of business. In the next 10 years,
the concepts and techniques described in this book
will revolutionize what we do with computers. Some
computers will still process data, crunch numbers,
and perform all the tasks we expect computers to
handle today. New software and new computers,
however, will soon be available.

Since World War 11, computer scientists have tried
to develop techniques that would allow computers to
act more like humans. The entire research effort,
including decision-making systems, robotic devices,
and various approaches to computer speech, is usually
called artificial intelligence (AI). Most Al efforts
remain in the research labs. A collection of Al
techniques that enables computers to assist people in
analyzing problems and making decisions, called
knowledge-based expert systems, however, has re-
cently proved its value, and numerous commercial
applications are now underway. Expert systems are
being developed to assist managers with complex
planning and scheduling tasks, diagnose diseases,
locate mineral deposits, configure complex computer
hardware, and aid mechanics in troubleshooting lo-
comotive problems.

As recently as 1980, expert systems research was
still confined to a few university research laborato-
ries. Today, the United Srates, Japan, England, and
the European Economic Community are all in the
process of launching major research programs to de-
velop and implement expert systems in the near
future. Many Fortune 500 corporations are assem-
bling Al departments, venture capitalists are rushing
to invest in entrepreneurial expert systems com-
panies, and expert systems technology is well on its

way to commercial success.

Expert systems will change the way businesses
operate by altering the way people think about solv-
ing problems. This new technology will make it
possible to develop quick, pragmatic answers for a
wide range of problems that currently defy effective
solutions.

Consider, for example, the problem of designing a
program to train salespeople to develop highly struc-
tured financial proposals when the services and the
packaging options are constantly changing. You can
teach the general skills, but the specific products and
techniques will be out of date before the course is
even completed. Imagine, instead, that you could
design a workshop that would teach the salespeople
the general skills and then teach them to use a
personal computer-based program that interacts with
the salesperson by asking questions and then recom-
mending appropriate options. It would be as if each
salesperson could talk with a senior salesperson who
had all the latest information whenever he or she
wanted advice. Imagine, further, that the computer
program that provided this advice was so modularized
and so user-friendly that it could be quickly updated
by product specialists rather than computer program-
mers. Thus, the program would always represent the
latest products and packaging strategies. This sort of
scenario is on the verge of becoming a reality.

Expert systems technology will also help America
solve its productivity problems. It will help businesses
reorganize themselves into more efficient and effec-
tive organizations. It will do this by helping individ-
uals solve problems more quickly and efficiently than
they can today.

Along with expert systems, executives will soon
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have powerful computerized workstations that will
enable them to handle more information in more
complex ways than is now considered possible. Using
these workstations, managers will be able to monitor
more activities and personnel while simultancously
increasing the quality and quantity of decisions that
they make.

Individuals responsible for operating complex
equipment such as chemical plants and nuclear reac-
tors will soon be assisted by expert systems that will
monitor the equipment, anticipate problems, and
make intelligent suggestions to the operators.

Training will also be revolutionized by the intro-
duction of expert systems. Most companies are strug-
gling to teach employees to use new procedures and
to understand and explain new products. Skills that
are now difficult to teach will become easy once we
equip the employees with smart programs that will
assist them in performing the tasks. Moreover, the
concepts underlying expert systems will change the
way we think about the tasks that people perform. In
the near future, when analysts study jobs, they will be
able to specify exactly what knowledge is and is not
necessary to perform the jobs with a precision that is
currently impossible.

In short, the whole business environment should
become much more rational. More information will
be gathered, synthesized, and put into useful form
more rapidly than has ever before been possible.
Individuals responsible for managing businesses will
be in a position to utilize this information. In effect,
middle managers of large corporations will be
equipped with a staff of 15 to 20 automated experts
who will always be available to answer questions and
give advice about problems those managers face.

The introduction of expert systems will also prove
exciting to experts and professionals. These systems
will help experts define problems and determine what
knowledge is available to solve problems in ways they
have never considered before. As expert systems are
built, experts will be freed to focus on the more
difficult aspects of their specialty. This, in turn, will
result in solutions to new problems, and the range of
problems that experts can solve will widen.

ARTIFICIAL INTELLIGENCE

As World War Il ended, separate groups of British
and American scientists were working to develop
what we would now call a computer. Each group
wanted to create an electronic machine that could be
guided by a stored program of directions and made to
carry out complex numerical computations. The
principal British scientist, Alan Turing, argued that
such a general-purpose machine, once developed,
would have many different uses. Reflecting his
knowledge of the accomplishments of formal logic in
the years before the war, Turing argued that the
fundamental instructions given to such a machine
ought to be based on logical operators, such as “and,”
“or,” and “not.” One could then use such very general
operators to assemble the more specialized numerical
operators needed for arithmetic calculations. More-
over, programs based on logical operators would be
capable of manipulating any type of symbolic mate-
rial that one might want to work with, including
statements in ordinary language.

The American scientists, being more practical,
knew that the machine was going to be expensive to
build. In addition, they assumed that they would not
build very many of them. And since they were
confident that they were building a machine that
would do only arithmetic calculations, they decided
against using logical operators and chose instead to
use numerical operators, such as “+,” “— " and “>.”
This decision, which the British subsequently fol-
lowed as well, resulted in large computers that are
essentially very fast calculating machines. In spite of
the great proliferation of computers since 1946, this
decision always seemed like a reasonable one to most
people involved with computers. Until very recently.

In spite of the fact that computers were built as
numerical processors, a small group of computer sci-
entists continued to explore the ability of computers
to manipulate non-numerical symbols. Simultane-
ously, psychologists concerned with human problem
solving sought to develop computer programs that
would simulate human behavior. Over the years,
individuals concerned with both symbolic processing
and human problem solving have formed that inter-



disciplinary subfield of computer science called artifi-
cial intelligence (Al). Al researchers are concerned
with developing computer systems that produce
results that we would normally associate with human
intelligence.

About 15 years ago a number of corporations
thought that some of the research coming out of the
Al laboratories would prove useful in business. Sev-
eral companies set up Al groups to develop practical
applications. By and large, these efforts failed because

Figure 1.1 The evolution of expert systems.
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Al programs were too costly to develop, were too
slow, and didn’t produce sufficiently practical results.
Al programs were simply too complex to run on the
computers that existed at the time. However, Al
researchers continued to work in the universities and
made steady theoretical progress. Meanwhile, the
development of microelectronics technology resulted
in a new generation of faster, more powerful, and
relatively inexpensive computers. Today Al has once
again emerged from the laboratories. Existing compu-
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ter hardware, combined with significant theoretical
advances in Al, has resulted in a technology whose

time has come.

Al can be subdivided into three relatively indepen-
dent research areas. (See Figure 1.1.) One group of
Al researchers is concerned primarily with develop-

ing computer programs that can read, speak, or
understand language as people use it in everyday
conversation. This type of programming is commonly
referred to as natural language processing. Another
group of Al scientists is concerned with developing
smart robots. They are especially concerned with

Table 1.1 An Overview of the Key Events in the History of Artificial Intelligence

Period

Key Events

Pre-World War 11 roots

Formal logic
Cognitive psychology

The postwar years,
1945-1954

Pre-Al

Computers developed

H. Simon, Administrative Behavior

N. Wiener, Cybernetics

A. M. Turing, “Computing Machinery and Intelligence’
Macy Conferences on Cybernetics

1]

The formative years,
1955-1960

The initiation of Al research

Growing availability of computers

Information Processing Language | (IPL-I)
The Dartmouth Summer Seminar on Al, 1956
General Problem Solver (GPS)

Information processing psychology

The years of development
and redirection,
1961-1970

The search for general
problem solvers

A. Newell and H. Simon, Human Problem Solving
LISP

Heuristics

Satisficing

Robotics

Chess programs

DENDRAL (Stanford)

The years of specialization
and success, 1971-1980

The discovery of knowledge-
based systems

MYCIN (Stanford)

HEARSAY 1I (Carnegie-Mellon)
MACSYMA (MIT)

Knowledge engineering
EMYCIN (Stanford)

GUIDON (Stanford)

1981~

International competition
and commercial ventures

PROLOG
Herbert Simon—Nobel Prize
The rush to applications, { PROSPECTOR (SRI)

Japan'’s Fifth-Generation Project

E. Feigenbaum and P. McCorduck, The Fifth Generation

U.S.’s Microelectronics & Computer Technology Corp. (MCC)
INTELLECT (A.1.C.)

Various corporate and entrepreneurial Al companies




how to develop visual and rtacrile programs that will
allow robots to observe the ongoing changes that take
place as they move around in an environment. A
third branch of Al research is concerned with devel-
oping programs that use symbolic knowledge to simu-
late the behavior of human experts. Table 1.1 gives a
brief overview of the key developments in Al

KNOWLEDGE-BASED EXPERT
SYSTEMS

Professor Edward Feigenbaum of Stanford University,
one of the leading researchers in expert systems, has
defined an expert system as:

. an intelligent computer program that uses
knowledge and inference procedures to solve prob-
lems that are difficult enough to require significant
human expertise for their solution. Knowledge nec-
essary to perform at such a level, plus the inference
procedures used, can be thought of as a model of the
expertise of the best practitioners of the field.

The knowledge of an expert system consists of
facts and heuristics. The “facts” constitute a body of
information that is widely shared, publicly available,
and generally agreed upon by experts in a field. The
“heuristics” are mostly private, little-discussed rules
of good judgment (rules of plausible reasoning, rules
of good guessing) that characterize expert-level deci-
sion making in the field. The performance level of
an expert system is primarily a function of the size
and the quality of a knowledge base it possesses.

Feigenbaum calls those who build knowledge-based
expert systems “knowledge engineers” and refers to
their technology as “knowledge engineering.” Early
systems were usually called “expert systems,” but most
knowledge engineers now refer to their systems as
“knowledge systems.”

The first systems were built by interviewing a
recognized human expert and attempting to capture
that expert’s knowledge, hence the term “expert
systems.” Recently, however, several systems have
been built that contain knowledge of a difficult deci-
sion-making situation that is quite useful, but hardly
the equivalent of a human expert. To avoid suggest-
ing that all systems built by means of knowledge
engineering techniques capture the knowledge of a

Introduction 5

human expert, “knowledge systems” is rapidly be-
coming the preferred name. Throughout this book we
use “expert systems” and “knowledge systems” as
synonyms, but we generally refer to large systems as
“expert systems” and smaller systems as “knowledge
systems.”

Al is a research field concerned primarily with
studying problem solving in the abstract. Knowledge
engineers, on the other hand, focus on replicating
the behavior of a specific expert when he or she is
engaged in solving a narrowly defined problem. (See
Figure 1.2.) Many regard this shift from the study of
generic problem-solving techniques to a focus on
building systems that contain large amounts of spe-
cific knowledge about a particular problem as the
major conceptual breakthrough in Al in the last 15
years.

[n subsequent chapters we shall develop each of
these concepts in considerable detail. For the mo-
ment, it is sufficient to note that Al’s contribution to
knowledge engineering lies in its insights into how to
analyze problems and develop general search strate-
gies to use in solving problems. Knowledge engineers
are concerned with identifying the specific knowl-
edge that an expert uses in solving a problem. Ini-
tially, the knowledge engineer studies a human ex-
pert and determines what facts and rules-of-thumb
the expert employs. Then the knowledge engineer
determines the inference strategy that the expert uses
in an actual problem-solving situation. Finally, the
knowledge engineer develops a system that uses simi-
lar knowledge and inference strategies to simulate the
expert’s behavior.

If a program is to function like a human expert, it
must be able to do the things that human experts
commonly do. For example, experts consult with
others to help solve problems. Thus, most knowledge
systems ask questions, explain their reasoning if
asked, and justify their conclusions. Moreover, they
typically do this in language that the user can easily
understand. They allow the user to skip questions,
and most can function even when the user provides
incomplete or uncertain data. In other words, knowl-
edge systems interact with a user in pretty much the
same way that a human consultant does.
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Figure 1.2 The different concerns of Al and knowledge engineering.
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Expert systems are knowledge-intensive computer
programs. They contain lots of knowledge about their
specialty. They use rules-of-thumb, or heuristics, to
focus on the key aspects of particular problems and to
manipulate symbolic descriptions in order to reason
about the knowledge they are given. They often
consider a number of competing hypotheses simulta-
neously, and they frequently make tentative recom-
mendations or assign weights to alternatives. The
best expert systems can solve difficult problems,
within a very narrow domain, as well as or better
than human experts can.

All this is not to suggest that most of today's expert
systems are as good as human experts. The technol-
ogy is new and just beginning to be applied to tough
commercial problems. Today’s knowledge systems are
confined to well-circumscribed tasks. They are not
able to reason broadly over a field of expertise. They
cannot reason from axioms or general theories. They
do not learn and, thus, they are limited to using the
specific facts and heuristics that they were “taught” by
a human expert. They lack common sense, they
cannot reason by analogy, and their performance
deteriorates rapidly when problems extend beyond
the narrow task they were designed to perform.

It’s reasonable, for example, to consider develop-
ing a small expert system to assist a manager in the
analysis of a specific type of cash flow problem or to
help managers decide how to respond to a particular
type of employee error. In most companies, these
problems are probably sufficiently well-defined and
adequately constrained so as to result in a very useful
small system. One would not, however, want to try
to develop a system to help a manager analyze a
potential legal problem. Most legal problems tend to
be poorly defined and broad-ranging. Moreover, they
typically involve large amounts of common sense and
reasoning by analogy—things that existing expert
systems are unable to do.

On the other hand, knowledge systems do not
display biased judgments, nor do they jump to con-
clusions and then seek to maintain those conclusions
in the face of disconfirming evidence. They do not
have “bad days”; they always attend to details, and
they always systematically consider all of the possible
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alternatives. The best of them, equipped with thou-
sands of heuristic rules, are able to perform their
specialized tasks better than a human specialist. And,
as we shall explain in subsequent chapters, new
concepts and techniques that are now being intro-
duced are certain to result in knowledge systems that
are more flexible and powerful than those to which
we have just alluded.

CONVENTIONAL PROGRAMMING
VERSUS
KNOWLEDGE ENGINEERING

Conventional programming techniques have been
used to create the large data processing systems we
commonly associate with computers. These systems
are capable of collecting and processing large volumes
of data. They process this data by means of complex
algorithms. Algorithms are simply step-by-step proce-
dures that guarantee that the right conclusion will be
reached when the correct data have been entered.
For example, each evening all of the data regarding
all of the changes in every account at your local bank
are fed into a computer. Then a very complex al-
gorithm works through the data, making additions
and subtractions, calculating the proper fees, and
finally arriving at the bank’s overall balance for the
day. The numbers differ each day, but they are always
processed in the same way, and they always result in a
predetermined conclusion—the bank’s overall bal-
ance.

Today’s large computer systems automate complex
and time-consuming clerical tasks that previously
would have required hundreds or thousands of clerks.
Indeed, prior to 1950, the word “computer” referred
to a human who made calculations according to a set
procedure. The U.S. Census Bureau, for example,
was staffed by a small army of computers who slowly
and systematically processed the data that census
takers had gathered. The first internally programmed
electronic machines designed to do similar tasks were
called “electronic computers.” Once electronic com-
puters managed to supplant all their human competi-
tors, of course, they acquired the shorter name.



