NS SRR T e
Linguistik Aktuell Linguistics Today 162

The Processing
of Events

Oliver Bott

John Benjamins Publishing Company



The Processing of Events

Oliver Bott
University of Tiibingen

in"' ' ; i.,: ’,',
N m J HE
—f

i

u*/
.y

uy
* [

John Benjamins Publishing Company

Amsterdam / Philadelphia



@m The paper used in this publication meets the minimum requirements of
- American National Standard for Information Sciences — Permanence of
Paper for Printed Library Materials, ANsI 239.48-1984.

Library of Congress Cataloging-in-Publication Data

Bott, Oliver, 1973-

The processing of events / Oliver Bott.
p. cm. (Linguistik Aktuell/Linguistics Today, 1SN 0166-0829 ; v. 162)
Includes bibliographical references and index.

1. Grammar, Comparative and general--Aspect. 2. Psycholinguistics. 1. Title.
P281.B68 2010

410.1'9--dc22
18BN 978 90 2725545 7 (Hb ; alk. paper)
1SBN 978 90 2728797 7 {Eb)

2010021313

© 2010 - John Benjamins B.V.
No part of this book may be reproduced in any form, by print, photoprint, microfilm, or any
other means, without written permission from the publisher.

John Benjamins Publishing Co. - P.O.Box 36224 - 1020 ME Amsterdam - The Netherlands
John Benjamins North America - P.O. Box 27519 - Philadelphia pa 19118-0519 - usa



The Processing of Events



Linguistik Aktuell/Linguistics Today (LA)

Linguistik Aktuell/Linguistics Today (LA) provides a platform for original monograph
studies into synchronic and diachronic linguistics. Studies in LA confront empirical
and theoretical problems as these are currently discussed in syntax, semantics,
morphology, phonology, and systematic pragmatics with the aim to establish robust
empirical generalizations within a universalistic perspective.

General Editors

Werner Abraham
University of Vienna /
Rijksuniversiteit Groningen

Advisory Editorial Board

Josef Bayer

University of Konstanz

Cedric Boeckx

[CREA/Universitat Autonoma de Barcelona
Guglielmo Cinque

University of Venice

Liliane Haegeman

University of Ghent

Hubert Haider
University of Salzburg

Terje Lohndal
University of Maryland

Volume 162

The Processing of Events
by Oliver Bott

Elly van Gelderen

Arizona State University

Christer Platzack
University of Lund

Ian Roberts
Cambridge University

Lisa deMena Travis
McGill University

Sten Vikner

University of Aarhus

C.Jan-Wouter Zwart
University of Groningen



Acknowledgments

It is difhcult to name all the people- who have contributed to the work in this monograph. I
list only those directly involved: Janina Rado, Fritz Hamm, Wolfgang Sternfeild, Rolf
Ulrich, Ingo Hertrich, Hans Kamp and Peter Hagoort. The Collaborative Research
Centers SFB 441-Lingustic Data Structures, and SFB 833-Construction of Meaning,
deserve special mention. My colleagues provided a stimulating and very pleasing
environment. I also thank the participants of our 2005 and 2009 workshops on seman-
tic processing who inspired much of the work reported here. Also, thanks go to all
participants-of the-experimentswho spent hours on how to make sense of semantically
deviant sentences.

Fritz Hamm inspired much of the work reported here. Janina Rad6 helped consi-
derably with editing draft versions and discussing the topics right from the start: she
also critically evaluated every aspect of this research and helped me a lot in working
out my ideas. The research was founded by the German science Foundation and the
Collaborative Research center 441 at the University of Tiibingen.

This monograph is dedicated to Katrin and to my family to whom goes all my love.



Table of contents

List of tables

List of figures
Abbreviations and symbols
Acknowledgments

CHAPTER 1
Introduction

CHAPTER 2
Events in cognitive psychology and linguistics
2.1 Events from a psychological perspective 3
2.1 Experiments on event perception and reporting s
2.1.2 The importance of planning in narrating
and remembering events 7
2.1.3 Abrief summary 8
2.2 Events in linguistics ¢
2.2.1 A calculus of events (Hamm & van Lambalgen (2005))
2.2.2 The representation of Aktionsart 16
2.2.3 'The classification of Aktionsart 24
2.2.4 The composition of Aktionsart 26
2.2.5 Hierarchical event structures 29
2.2.6 A glimpse at the computational machinery 31
2.3 Coercion 33
2.3.1 Semantic theories on coercion 34
2.3.2 Operator-based accounts 38
2.3.3 Underspecification 42
2.3.4 Planning accounts 47
2.3.5 A short summary so
2.3.6 Psycholinguistic studies on coercion 50
2.3.7 Studies on complement coercion 51
2.3.8 Studies on aspectual coercion 54
2.4 Summary and conclusions 59

XI
XI1X

XVII

11



A4}

The Processing of Events

CHAPTER 3
Hypotheses and predictions 61

3.1

3.2

3.3

3.4

A general model of aspectual interpretation 61

3.1 What factors guide lexical aspectual access? 64

3.1.2  What kinds of repair processes are there? 66

3.1.3 What is the processing domain for aspectual coercion? 69
3.1.4 How is semantic reanalysis carried out in the brain? 71
Semantic derivations for different kinds of coercion 74

3.2.1  Subtractive coercion 75

3.2.2 Absract type shift 84

3.2.3 Additive coercion 87

Coercion at the offline/online-boundary: Experiment 1 89
3.31 Method 92

3.3.2 Results g5

3.3.3 Discussion 97

Summary and conclusion 98

CHAPTER 4

The access to lexical aspectual information

41
4.2

43

4.4
4.5

4.6

47

101
Ambiguity resolution in the aspectual domain 101

Factors that play a role in syntax 104

421 Frequency information in syntactic disambiguation 104
422 Context information in syntactic disambiguation 105
Applying frequency and context information

to aspectual ambiguity 106

431 The probabilistic parsing hypothesis 107

4.3.2 'The lazy parsing hypothesis 108

4.3.3 'The aspectual underspecification hypothesis 111
4.3.4 Ashortsummary u3

The role of lexical frequency information: Experiment2 113
Determining lexical frequencies: A corpus study 115

4.51 Method s

4.5.2 Results and discussion 116

Frequency information: Evidence from reading times n8
4.614 Method 118

4.6.2 Results 121

4.6.3 Discussion 123

The role of context information: Experiment 3 125

4.71 Method 127

4.7.2 Results 129

4.7.3 Discussion 132



‘Table of contents vir

4.8 General discussion and conclusions 133

CHAPTER §
Processing different types of coercion 135
5.1 Additive coercion: Experiment 4a 137
5.1 The aspectual enrichment hypothesis (AEH) 138
5..2 Method 139
5.3 Results 141
5.1.4 Discussion 143
5.2 Subtractive coercion: Experiment 5 144
5.2.1 Method 145
5.2.2 Results 147
5.2.3 Discussion 149
5.3 Abstract type shift: Experiment 6 152
5.3.1 Natural language has flexible semantic types 152
5.3.2 Abstract type shift ~ Difficult to perform? 154
53.3 The abstract type shift hypothesis (ATSH) 156
5.3.4 Method 158
5.3.5 Results 161
5.3.6 Discussion 163
5.4 General discussion and conclusions 165
CHAPTER 6
The processing domain of Aktionsart 167

6.1 The increment size in aspectual processing 168
6.1.1 Can the existing studies tell us anything
about the domain size? 169
6.1.2 Pretesting the grammaticality of the word order variants 170

6.2 What do readers predict? A production experiment (Exp.7) 172
6.21 Method 173

6.2.2 Results 176
6.2.3 Discussion 178
6.3 'The bare verb as processing domain: Experiment4b 178
6.3.1 Method 180
6.3.2 Results 181
6.3.3 Discussion 182
6.4 The VP as processing domain: Experiment 8 184
6.41 Method 185
6.4.2 Results 186
6.4.3 Discussion 188
6.5 Summary and conclusions 190



vl The Processing of Events

CHAPTER 7
The processing of temporality in the brain

7.1

7.2

7-3

74

EEG research in psycholinguistics 193

7.1.1  Measuring event-related brain potentials 193
7.2 Neurolinguistic models of sentence comprehension
Relevant brain studies 204

7.21 Brain studies on temporality in language 204
7.2.2 Brain studies on complement coercion 207

An EEG study on the processing of Aktionsart

and tense (Experiment 9) 208

7.3.1 Theoretical accounts of aspectual coercion 209
7.3.2 Method 216

7-3.3 Results 220

7.3.4 Discussion 224

Summary and conclusions 230

7.4.1 A question for future research 232

CHAPTER 8

The specified processing model of aspectual reanalysis

200

258

8.1 A replication of Experiments 5 and 6: Experiment 10a/b 238
8.1.1  Materials 239
8.1.2 Pretesting the readings 240
8.2 Iterative readings: Experiment 10aandb 242
8.21 Method 242
8.2.2 Results 243
8.2.3 Discussion 245
8.3 Summary and conclusions 248
CHAPTER 9
Summary and conclusions
9.1 Relating the findings to formal semantic accounts
of aspectual reinterpretation 251
9.1.1  Operator-based accounts 251
9.1.2 Underspecification accounts 252
9.1.3 Planning accounts 254
9.2 Predictions for psycholinguistic experiments 257
9.3 Relating the findings to psycholinguistic studies on coercion
9.3.1 Studies on aspectual coercion 258
9.3.2 Studies on complement coercion 260
9.4 Relating the findings to models of sentence processing 261

9.41 Towards an immediacy model of semantic processing

262

193

235

251



Table of contents 1x

9.5 Open questions 265
9.5.1 Questions for further research 265
9.5.2 Issues in modeling aspectual processing 266

References 269
Appendix
A.  The semantics of logic programming and its implementation

by recurrent neural nets 279

A1 Propositional logic programming 279
A2 The construction of minimal models using neural nets 292

B. Discourse representation theory (DRT) 289

B.1  Processing a sample discourse 290
c.  Target sentences in experiment 1 295
p. Lexical frequencies of verbs in Experiment 2 299
E. Target sentences in Experiment 2 301
F. Discqurses in Experiment 3 307
G. Target sentences in Experiment 4 (4a and 4b) 313
H. Target sentences in Experiment 5 323
1.  Target sentences in Experiment 6 327
J.  Target sentences in Experiment 8 333
K. Target sentences in Experiment 9 343
L. Normed fillers 367
M. Target sentences in Experiment 10a 369
N. Target sentences in experiment 10b 377
Index

381



2.1

2.2

3.1

4.1
4.2
4.3
4.4
45

5.1
5.2

6.1
6.2

7.1
7.2

D.1
E.l
F.1

G.1

L1

Ja

K.1
K.2

M.1

N.1

List of tables

Aspectual tests
The standard Aktionsarten and their feature distribution
The compositional construction of the aspects

Sample frequency distribution for backen and beladen
Judgments in Experiment 2

Comparisons between “yes, makes sense” answers in Experiment 2
Reading times on the adverbial in Experiment 2
Reading times on the two adverbial regions in Experiment 3

Reading times in Experiment 4a conditionalized on judgments
End of sentence reading times in Experiment 6

Distribution of different completion types in Experiment 7
Judgment times in Experiment 7

Time lapse for sample trials in Experiment 9
Mean amplitude in voltage for coercion compared to control
in late time window 900-1500 ms post participle onset

Hypotheses that have been confirmed (= v) or disconfirmed (= No)
Items used in Experiment 1

Frequency distribution of verbs used in Experiment 2

Items used in Experiment 2

Items used in Experiment 3

Items used in Experiment 4

Items used in Experiment 5

Items used in Experiment 6

Items used in Experiment 8

“Aktionsart”-Items
“Tense”-Items

Items used in Experiment 10a

Items used in Experiment 10b

25
28
78

116
121
122
123
131

143
163

177
187

217

227
236
295
299
301
307
313
323
327
333

343
368

369
377



2.1.

2.2.

3.1
3.2

33

4.1
4.2

4.3
4.4
4.5

5.1
5.2
53
5.4

5.5
5.6

5.7

6.1
6.2
6.3
6.4
6.5
6.6

7.1
7.2
7-3

List of figures

Graphic illustration of the semantic properties of the verbs walk,
reach & know

The aspectual transition network (from Steedman, 1997)

A model for aspectual interpretation and reinterpretation
Cumulated rejection rates in Exp. 1

Reading times for “yes, makes sense”-responses in Exp. 1

The verbs ordered according to their difference scores

Mean percent of activity and accomplishment uses in dependence
of the two aspectual classes plus 95% confidence intervals

Mean adverbial effects in milliseconds

Sensicality judgments in Experiment 3

Mean reading times per character in Experiment 3

Distribution of judgments over participants

Reading times phrase by phrase in Experiment 4a.

Judgment data in Experiment 5.

Mean reading times per character in Experiment 5

in the VOA order on the left-hand side and in the VAO

order on the right-hand side.

Mean reading times per character in Experiment 5 for activities.
Grammaticality ratings of the experimental sentences.

Mean reading times in Experiment 6.

Mean grammaticality judgments of the three word order variants.
Percent “nonsense” answers in Experiment 7.

Sensicality judgments of Experiment 4a and of Experiment 4b.
Reading times per character in Experiment 4b.

Mean of “yes, makes sense” judgments in Experiment 8.

Mean reading times in Experiment 8.

Sample ERP experiment.
Semantic acceptability judgments in the ERP study.

Grand averages elicited by aspectual mismatch,
coercion and control.

27
37

62

95
96

1y

118
122
129
130

$1
142
148

149
150
160
162

171
176
181
182
186
188

194
220

221



xav The Processing of Events

7.4
7-5
7.6

77
7.8

8.1
8.2
8.3

8.4
8.5

Al
A2
A.3
A4
A5
A6

P600 due to aspectual mismatch.

Working memory LAN due to coercion.

Mean amplitude for the three aspectual conditions 500-900 ms
post stimulus with respect to anteriority and hemisphere.
Grand averages of tense violations compared to control.

P600 due to a tense violation.

Mean judgments in the pretest of Experiments 10a and b.
Mean sensicality judgments in Experiments 10a and b.
Mean reading times in Experiment 10a.

Mean reading times in Experiment 10b.

The specified model of aspectual processing.

Truth tables for three-valued connectives.

Representation of the node corresponding to a proposition p.
Three valued negation. '

Recurrent net representing the program {p}.
Recurrent net representing the program {p; —ab; p A ~ab — g}.

Recurrent net representing the program {p; r; r = ab; p A ~ab — q}.

222
223

224
225
226

241
243
244
245
249

280
283
284
285
286
286



Abbreviations and symbols

?
[+ ADDTO]

[ DUR]
[+ SQA]

[+ PERF|
a

> L
§§§><$‘LJ <C

1%
TS

AKTIONSART
AMF

ANOVA

AP
ATSH

AUH

Cl
CLLS

cp
CvVPH

DP
DRS

semantically deviant
sentence

clearly unacceptable
sentence

marked sentence

feature expressing whether a
verb introduces a path or not
feature expressing whether a
verb is durative or not
specified quantity feature
perfectivity feature
conventional significance
level

existential quantifier
universal quantifier

lambda operator

negation operator
conditional

biconditional

disjunction

conjunction
accomplishment
achievement

activity

adverbial phrase

aspectual enrichment
hypothesis

aktionsart feature

anterior midline field, a
MEG component

(repeated measures) analysis
of variance

adjective phrase

abstract type shifting
hypothesis

aspectual underspecification
hypothesis

confidence interval
constraint language for
lambda structures
complementizer phrase
complete verb phrase
hypothesis

determiner phrase
discourse representation
structure

DRT

DRT/EC

’

Epeers €sene

EC
EEG
ELAN

ERP

7

E)

F,
fMRI
IAIH
P
LAIH
LAN
LDH
LPH
M350
MEG
ms

MSE
MT+

N400

NMUH

NP
obj.
OVAS

discourse representation
theory

semantic framework
combining DRT and EC
events

event calculus
electroencephalography
early left anterior negativity in
the ERPs

event related potentials
fluents

F value of the by subjects
ANOVA

F value of the by items
ANOVA

functional magnetic resonance
imaging

incremental aspectual
interpretation hypothesis
inflection phrase

kilo ohm

late aspectual interpretation
hypothesis

left anterior negativity

in the ERPs

lexical disambiguation
hypothesis

lazy parsing hypothesis
an MEG component
magnetencephalography
milliseconds

mean squared error
brain region selectively
activated by motion
micro volt

number of participants
negative ERP component
peaking around 400ms
post stimulus

non monotonic update
hypothesis

noun phrase

direct object

object verb adverbial subject
word order

significance level



xvi The Processing of Events

P(A|B)

P100
P300
P60D

PH

pl.

PP

PPH
PROG
PROLOG
pSTS

RT
sem.
sing.

conditional probability

of A given B

ERP component

ERP component

positive ERP deflection between
500-900ms post stimulus
planning hypothesis

plural

prepositional phrase
probabilistic parsing hypothesis
progressive operator

logic programming

posterior superior temporal
sulcus

reading/reaction time
semelfactive

singular

SRH
std.
subj.
SVAO
SVOA
h

4
TENSE

TP
VP

syntactic reanalysis
hypothesis

standard deviation

subject

subject verb adverbial object
word order

subject verb object adverbial
word order

tvalue of the by subjects paired
t-test

t value of the by items paired
t-test

tense feature

temporal perspective feature
verb phrase

WebExp2 java toolbox for conducting

web-based experiments



CHAPTER 1

Introduction

Human language understanding has a very remarkable property. Seemingly effort-
lessly, we mentally structure the plot of the incoming linguistic material, by encoding
and ordering events and actions in our mental construction of time. This is astonishing
because the computation of the temporal profile of a described situation rests upon the
integration of tense, grammatical aspect and lexical aspectual information as well as
world knowledge and information from preceding discourse. This interplay of infor-
mation at multiple linguistic and extralinguistic dimensions makes temporal processing
an excellent test case for investigating semantic interpretation on a supralexical level.
This book is about the cognitive mechanisms involved in this construction process
during language perception.

The cognitive notion of time as it is reflected in our linguistic categories is only
indirectly connected to physical time in its Newtonian representation as a dimension
comprising an infinite number of instants corresponding to the real numbers. In con-
trast, mental time involves the construction of a cohesive representation of ontological
primitives like processes, states and events by means of a whole range of relations like
precedence, causality, and so forth. Thus, there is a discrepancy between the external
and our individual representations of time. Linguistic theory has a lot to offer con-
cerning the latter. Interestingly, crosslinguistic studies on tense and aspect show that
although there is variation between languages in terms of how they encode temporal
categories and relations, the temporal concepts underlying these varying systems seem
to be universal (Dahl 1985; Smith 1991). Moreover, studies on the ontogenesis of tem-
porality in language have shown that English speaking children learn the progressive as
their first inflectional form without making stativity-errors at any stage of acquisition
(Brown 1973, p. 324-328). That is, children learning English never say things like 1 am
liking you indicating that from the very beginning they cognitively make a distinction
between state predicates and non-statives. These findings suggest that the encoding of
events in language directly reflect fundamental ontological distinctions between event
types. Psychological studies, on the other hand, have shown that event perception can
be conceived of as a fundamental cognitive capacity analogous to object perception
(Zacks & Tversky 2001).

Although there is a rich theoretical literature on temporality in language, there
are only very few psycholinguistic studies on the processing of eventualities. This is



