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PREFACE

This book is about modular learning in artificial neural networks. Why is
this topic important? In the mainstream of neural network research and
applications, neural networks are viewed as unstructured black boxes. This
view is convenient as long as no problems (e.g., with learning speed or
convergence) occur. However, we cannot expect this state to persist if our
artificial neural networks grow and our applications become more difficult.
The reasons that a modularization of networks and algorithms is desirable
can be grouped in the following way:

1. Engineering aspects. If learning is viewed as a monolithic black-box
task, there are no intermediate solution stages, and the success of
each stage cannot be independently verified.

2. Complexity aspects. With growing network complexity, scaling and
convergence problems of neural network learning arise.

3. Psychological aspects. Findings of developmental psychology show the
incremental character of human learning, in which the success of each

stage is conditioned by successful accomplishment of the preceding
stage.

4. Neurobiological aspects. The human brain has a complex structure of
cooperating modules.

xi



xii PREFACE

The conceivable approaches to modularization of learning are very diverse.
Those discussed in this book include:

1. Decomposition of learning into modules using various learning types
(i.e., supervised and unsupervised learning)

2. Decomposition of the mapping to be represented (e.g., to linear and
nonlinear parts)

3. Decomposition of the neural network to minimize harmful interac-
tions during learning

4. Decomposition of the application task into subtasks that are learned
separately

5. Decomposition into a knowledge-based part and a learning part

Special regard has been given to the fact that linear algorithms such as
Hebbian learning are frequently orders of magnitude faster and more reli-
able than nonlinear algorithms such as the gradient method. This is why as
large parts of the learning problem as possible should be solved by linear
algorithms. Nonlinear algorithms would then be confined to the inevitable
nonlinear hard core of the problem.

In some cases, such as self-organization and network prestructuring, for-
mal analysis has been necessary to develop useful concepts or to prove
important properties of network models. Sometimes, formal treatment has
been useful for clarifying the relationship of neural network methods to clas-
sical approaches such as Bayesian classification or principal components
analysis. I believe that this relationship is of particular interest for indus-
trial researchers like myself. However, the primary goal of this book is to
provide evidence that modular learning based on some of the approaches
presented is helpful in improving learning performance. Since the ultimate
goal is always to reach better performance for practical classification prob-
lems, most of the methods proposed have been tested on two benchmark
cases of considerable size and application interest: (1) a medical classifi-
cation problem of realistic size (7,200 cases of thyroid disorder), and (2) a
handwritten-digit classification problem (20,000 cases). Some of the meth-
ods proposed led to substantial improvements in solution quality and learn-
ing speed (up to 100 times) as well as enhanced robustness with regard to
learning control parameters.

I hope that this book will be stimulating both for scientists in suggesting
yet undiscovered relationships resulting from the integrating view of learn-
ing modularization, and for neural network application engineers, in show-
ing how neural network technology can be made more controllable by the
decomposition of application tasks.
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CHAPTER 1

Introduction

1.1 MOTIVATION FOR DECOMPOSITION OF LEARNING

Although there have been several proposals for more structured
views of neural networks in the past, and a growing number of them
at present, the current mainstream neural network technology and ap-
Dlications share two limiting characteristics:

1. A neural network is viewed as a black box, whose structure is
not explicit. The only conceptual interfaces on which results are
observable are the input and output of the network. This is also
true for network architectures whose input and output are not
assigned to dedicated input or output units, such as nonlayered
feedback networks. Input and output are then associated with
certain states of the networks, and the sole items of interest are
the initial (i.e., input) state and the terminal (i.e., output) state.
Information about intermediate states is neither observed nor
exploited for evaluation of computational progress.

2. The structure of neural networks is viewed as monolithic. There
are no functional or task-specific differentiations.

As an example, we can take the most frequently used model, a lay-
ered feedforward network with backpropagation learning algorithm

1



2 INTRODUCTION

(Werbos [166]; Rumelhart et al. [139]). Several aspects of this mono-
lithic, black-box view can be observed with this network model.

1. Besides the trivial differentiation into input, output, and hid-
den units, they all play the same role in neural data processing.
There are no subtasks that would be assigned to network parts.

2. The learning algorithm is applied uniformly to all network
weights. For each weight, a gradient of the global error func-
tion is computed, and the weight is changed proportional to
this gradient. There is no differentiation concerning the inter-
dependencies between weight changes or the depth to which
gradient propagation takes place.

3. All weights in all layers are changed simultaneously. This is
another reason why interdependencies cannot be observed and
analyzed. Another consequence of this parallelism (regardless
of whether genuine or simulated) is that it reduces learning to
a single-pass procedure.

4. A consequence of the preceding item is the lack of develop-
mental stages, with whose help we would be able to evaluate
the partial progress of the solution of the learning task.

This approach is to a certain degree deliberate. It is based on the
observation that some large parts of human brain are relatively struc-
tureless or, more exactly, that the complexity of their visible structure
is substantially lower than that of the tasks they are solving. It is par-
ticularly true of the neocortex, to which most human intelligence is
attributed. The neocortex is composed of billions of neurons, but
these neurons are merely of a few types, and their connections are
organized in relatively few schemes or basic circuits (see, e.g., Shep-
herd [147]) that are repeated millions of times. It has even always
been an explicit ambition of neural network research to find prin-
ciples by which complex computations can be performed by a large
number of equal, “anonymous,” and simple computational units.

Today, we can say that several such powerful principles have been
found. Although we cannot claim that our knowledge of these basic
principles is complete, we seem to have reached a point at which it
may be fruitful to allocate some part of research resources to the
problem of how the huge task of cognitive learning can be solved by
cooperation of several known principles rather than searching for a
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single, yet more powerful master principle. This thesis is supported
by observations confirming the idea of brain function as consisting of
a relatively large number of highly specialized dedicated structures.
In some cases, concrete processing sequences of various neural net-
work principles are assumed (e.g., Rolls’s model of hippocampus op-
eration [135]).

Under these circumstances it makes sense to investigate for meth-
ods of decomposition that would make neural network learning more
efficient. In addition to neurobiological arguments, there are impor-
tant aspects related to engineering, complexity, and developmental
psychology. In the following sections we present arguments in favor
of such decomposition. Further arguments can be found in the struc-
ture of human brain, which is the topic of Chapter 3.

1.1.1 Engineering Aspects

If an industrial application of nontrivial complexity is developed, the
development process is usually broken down horizontally (i.e., to rel-
atively independent parallel tasks) and vertically (i.e., to successive
development stages). For example, developing a large software appli-
cation package is decomposed to at least two vertical stages, system
analysis and program coding, and to a number of modules (horizon-
tal decomposition), which are independently designed, coded, and
tested.

In addition to organization and management aspects, one of the
major benefits of this developmental decomposition consists of the
possibility of evaluating the success of each partial task indepen-
dently. For each partial task, a partial success criterion and verifi-
cation procedure is defined. If the entire application fails to operate
correctly, the search for the cause of the failure can, in turn, be de-
composed in correspondence with the partial tasks.

The currently widespread black-box view of neural networks is
hardly reconcilable with such a development procedure. Its roots
seem to be in the fact that distributed representations in neural net-
works are difficult to assign to any application concepts. However,
this technical detail does not necessarily imply that independent sub-
tasks cannot be implemented by individual subnetworks. The per-
formance of such subnetworks can then be evaluated by individual
performance measures. These individual performance measures may
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be different from the overall performance measure (typically, mean-
squared error or misclassification rate). This is exactly what is neces-
sary to make neural network technology acceptable in an industrial
engineering environment.

1.1.2 Complexity Aspects

In the present state of neural network technology, the technology
seems to be proven to have a large application potential. To date, a
considerable number of successful application prototypes have been
reported. A common feature of particularly successful applications
is that they are based on relatively small networks. The reason for
this success seems to be the careful choice of a realistically simple
application rather than the computational power of small networks.
It can be expected that in a near future, more complex tasks will be
tackled by neural networks.

It is natural to expect that the growing complexity of mappings
that are materialized by neural network tasks, and growing network
size, lead to growing complexity of learning. For arbitrary mappings,
learning is known to be NP-complete (Judd [84]). We know that
this is not always disastrous. There are many NP-complete practi-
cal tasks for which solutions of satisfactory quality are found rou-
tinely. It is also clear that human information processing makes use
of some methods for coping with NP-completeness. One of the usual
approaches to this is certainly decomposing such complex tasks into
parts of manageable size.

We can expect that this approach is also applicable to learning.
There are at least two ways to benefit from the decomposition of
learning:

1. The learning task is decomposed to several relatively indepen-
dent subtasks each of which can be solved, despite its NP-
completeness. The complexity of the overall task is then linear
in the number of subtasks. This will not, of course, pass by the
NP-completeness of the global task, but there is a high proba-
bility of getting good suboptimal global solutions if at least an
intuitively good decomposition can be found without excessive
computational costs.

2. For an NP-complete learning algorithm we substitute algo-
rithms of less complexity. Such lower-complexity algorithms



