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Preface

This collection is an outgrowth of the American Association for Artificial Intelligence
(AAAT) Workshop on Intelligent Multimedia Interfaces which took place at Anaheim,

California in August of 1991. Multimedia interfaces are computer interfaces that com-
muificate with users using multiple media (e.g., language, graphics, ainimations, video,
non-speech audio) in multiple modalities (e.g., written text versus spoken language). In-
- telligent multimedia interfaces go beyond traditional hypermedia or hypertext environ-
ments to Both process mpul and generate output in an intelligent or knowledge-based
manner.

The purpose of the AAAIL workshop was threefold: (1) to bring together rescarchers and
practitioners to report oh current advances in intelligent multimedia interface systems
and their underlying theories, (2) to encourage scientific interchange among these indi-
viduals, and (3) to evaluate current efforts and make recomimendations for future inves-
tigations, The workshop addressed 4 broad range of issues spanning the disciplines of
attificial ihtelligence, compummnal linguistics, computer graphics, cognitive xcncmc ;
cdluciil th?tiiid}h;,cnl ltnormg. software dwgn and information retrieval.

In addition to the many previous workshops on individual media (e.g., text géncration,
graphics generation), related workshops and collections have focused on intelligent user
intertaces in general [Sullivan and Tyler 1991; Gray et al. 1993}, multimedia interface
design [Blattner and l).mncnber;, 1992], and muitimedia communication [Taylor and
Bouwhuis l989| This conecuon focuses spccmc.xlly on those intelligent interfaces that
exploit multiplé medig and 'modes to facilitate human- -computer communication. As a
consequence, this collection will be of interest to researchers and practitioners in com-
puter science, artificial intelligence, computer-human interaction, cognitive science, and
graphics design.

The book is organized into three sections: Automated Presentation Design; Intelligent
Multimedia Interfaces; and Architectural and Theoretical Issues. The chapters in the
first section focus on methods for the automatic design of multimedia presentations.
Multimedia design involves a number of complex issués addressed by these papers in-
cluding temporal coordination of multiple media, the relationship of textual and graphi-
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cal generation, automatic design of graphics, and modality selection (e.g., realizing lan-
guage as text or speech.) The chapters in the second section report on several investiga-
tions into systems that integrate multimedia input and genérate coordinated multimedia
output. These prototypes point the way to possible future systems that will enhance
human-computer interaction. A final section considers knawledge sources and.processes
required for processing ‘multiple media. These include the need to represent and réason
about models of tasks and information, media, the user, and the -discourse ‘context.
While rescarch in this entire area is still in its formative stages, the individual con-

tributors and I hope that this initial collection will help foster the scientific interchange
and motivate necessary rescarch 1o solve many of:the remaining fundamental probleris. .
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Intr(')dilc'tion

Mark T. Maybury

Abstract

‘Multimedia communication is ubiquitous in daily life. When humans converse with one another, -
~ we utilize a wide array of media to interact including spoken language, gestures. and drawings. -

We exploit multiple human sensory systems or modes of commiunication including vision, audi-
tion, and saction. Some media and modes, of communication are more efficient or effective, than
others for centain tasks, psers, or contexts (c.g., the use of speech to control devices in hand and
cyes-busy contexts, the use of maps to convey terrain and cartographic information). Whereas
humans- have a naium}‘fncilil’y for managing and exploiting multiple input and output media,
computers do not. The ability of machines to interpret multimedia input and gencrate multimedia
output would be a valuable facility for a number of key %P(icaliojis such as information retrieval
and tinalysis, tralning] dnd decision support. This Chiapter introduces the need for intelligent mul-
timedia imerfaces] défine¥ key terms ‘amd ééﬁvéﬁis."éﬁilines {he cutrent staté of the art, and de-
scribes Uik HFuctard of this Totlection whish adidrésées somé rémaiing fundamental problems.
: S H P ol . o . .

¥
Sy

1' ‘Need B ’:-’5.: H i f‘

Humian abilities should be amplifiéd; -fiot impedéd, by using computers, and the syher-
gisti€ utilization of multipté media cdit support this-amplification: tf appropriate media
aré wtitized: for humaﬂf‘ébmgirter'intemc!ibn.‘”thgre is the-potential to (1) increase thé'
bardwidth af inforution flow btween - human ‘and mathine (that'is, the raw number of
bits of information ‘Being ¢ommunicated), and (2) improve the sighal:td-hoise fatio of
this inférmatitn (thiat is, the amoumt of useful bits conveyed). To achieve these potential

gaifs, however, requirés 4 better uitderstanding of infotmation charactéristics, how they

rélite to-efhractetisties of media; and How they relate to models of tasks, users, and en-
virofitiients. This goal is exacerbated by the profiferation of new interactive devices
(datagloves and bodysuits, head mountéd di$plays, thrée dimensional sound),'the lack of

. standards, and a poor or at least ill-applied knowledge of human cognitive and physical
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capabilities with respect to multimedia devices. For example, some empirical studies
| Krause, this volume| provide evidence that even well accept’cﬂ,abpﬁcdlibh-s,of multi®
media (c.g., the use of check marks and greying out in menus) can exacerbate rather
than improve user performance. This motivates the need to understand the principles
underlying multimedia communication. Understanding these principles will not only re-
sult in better models and inicractive devices, but also lead fnew tools for context-sen-
sitive multimedia help, automated- and semi-aoitomated multimedia interface construc-
tion, and intelligent agents for multimedia information retrieval, processing, presenta-
tion, and authoring,

2. Definitions

We begin with a claritication of the terms multimedia and multimodal. By ‘mode or
modality we refer primarily to the human senses empldyed to process incoming infor-
mation, ¢.g., vision, audition, taction, olfaclion. We do nat meaf ‘mode in the suw, o(

purpose, ¢.g., word processing mode versus spréad sheet mode. Addumn.nlfy, we rgu)k "
nize xmdnun in its convcmmnul dcﬁmllon to refer both to the. malcml object (e.g., pa-‘

per, vndco) as well as the means by which mformalmn is conveyed (e.g., a sheet of paper
with text on i). We would eluborate these definitions to include the possibility of layer-
ing so that, a natural l,mu,m,e mode might use wygitten text or speech as media even
though those media themselves rely on other modes. ,

Media and mode are related non-trivially. First, a single medium may support several
modalities. For example, a piece of paper may support both language and graphics just
as a visual display may support text, images, and video. Likewise, a single modality may
be supported by many, media.. For example, the language modality can be supported vis
sually. (i.e., written language)-and aurally (i.e., spoken language). - in fact spoken lan-
guage can have:a visyal comgonpm (e.g.; lip readipg). Just as a single medium mgy sup-
port several modalities:and a single modalily may be supported by many media, many
media;may suppprt. many-maodalities,, and likewise,; For example,.a multimedia document

which. includes, tcm.ﬁg_mp}ncs, speegh, video, effects several modalities, e,g., visual and
auditory. percgption-of natural language, visual perception of images (still and moving), .
and ayditory, perception of sounds. Finally, this smultimedia and multimodal interaction-

ogcurs over Wime, Therefore, it is negessary to accoun{ for the processmg, of discourse,
cqmtcx,t slnfts.z and, ;lmnge,} n agem states. qver time. . E :
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Multimedia interfaces are computer interfdces that communicaté’ with users using mul-

‘liple media (¢.g., language, graphics, animations, video, non-speech audio), sometimes

using multiple modes; such as writien text together with-spoken language. “Intelligeim”
multimedia interfaces go beyond traditional hypertext er hypermedia environments in
that they process input and generate output in an intelligent'of knowlcdgc-hd'sed manner.
This arca is multidisciplinary by nature, spanning the disciplines of at least artificial in-
teltigence, computationdl linguistics, computer graphics, cognitive scmhce educa-
tmn/nudhg_;nl tutoring, software design, and mtormatmn l'Lll'lCle -

3. State of the Art:

The state of the art in intelfigent multimedia interfaces is exemplified by limited proto-
types in narrow dum.uns that are able to interpret a few Kinds of input and generate lim-
ited forms of nulput These syslcms often integrate or build upon single-media compo-
nents that perform tasks such as spoken language recognition and geferation or graphi-
cal design. For example, the state of the art includes the ability th intetpret typed or spo-
ken natural language utterances together with deictic mouse or dataglove pestures to re-
salve amhigunus ;gfcfcn‘l%}(‘hgu “put that;therg!) [Bol 1980, Ncal ¢t al. I‘)X‘)].

On the oulput side, lh(. mnjorny of work has investigated automated generation of single

' output r[nedla ‘In recerit years a nimber of advances have been made in the area of lin-
’g.msnc rc.lhl.lfi’dh (.8 PFNMAN [Mann 1983}, MUMBLE {McDunald and -Puste-
jovsky 1985]. FUF [l~lh.ld.\d " al. 1993)) whd text planning (c.g., {McKeown 1985;

Hovy l‘)88a Moore 1989, M.lybury 1990}y, At the same umc. others have made

prog.rcss in gruphlcal design. I‘ur cx.tmplc. mechanisms haved been develaped to design

tables and charts [Mackinlay ' l‘)x()b] netwotk diafirams [Marks 1991ab], business

5;,n.|phus dlspldys |Rmh and Mdms 1991), and lhra dmunsmndl prLm‘uory graphics
Il ¢iner 1985]

e S

:'In .uldu;nn séverat Libokitory prmntypt.s h.xve been devdopcd that automatically gener-

ate coordinated’ tﬁulllmudm précem.mon% For example, André et al. {this volume] de-
scribe WIP which presetits ind understands combinations 6f graphics, text, and pointing
gestures (e.g., it can gencrate captioned visual instructions on how to operate an
espresso machine). COMET (Columbia Operations and Maintenance Explanation
Testbed) [Feiner and McKeown, this volume] automatically designs integrated textual
and three dimensional graphical presentations to explain the operation and maintenance
of an Army field radio. The integrated interfaces project is able to display Navy briefing
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information using maps, text, and tables [Arens et al. 1991] and SAGE uutumaumlly
creates business graphics dlsplays (Rolh and Mattis 1991). Flndlly, TEXPLAN
[Maybury, this volume] provides.narrated animations, of durcc;lons oyer an object-ori-
ented map using a collection of multimedia.actions (e.g., spwch acts, graplucal .u.ls) for

media integration and control. e

Other prototypes integrate multimedia input and oulput For, cxamp!e Buq,u dnd M.lr-
shall [this volume| describe an intelligent mulllmcdm interface (AIMI) which can en-
gage a user in a multimedia dialogye, for example, responding to a natural language
query by automatically designing business-like graphics, which the user can then inter-
act with or refer to. AIMIis able to choose alternative media to express information in
an underlying KL-ONE-like knowledge base, for example, using non-speech audio tao
convey the speed, stage, orduration of an otherwise invisible process.
Despite the u&cmnb pnsxlhllllu,s su;_.,;,c_su.d by these cdrly prmolypu. umny fundamental
questions remain only partially answered. Thls collection bmh rc,purla on these carly
prototypes and begins to address-some of these quusuons

v’

."i o
4. Key Remaining Problems: An Overview of the Book

From a system s :.lqndpoml, lhu kc.y m.as whlch r;:qum. lurllu,r investigation include the

integration of mulgimedia, input, .the selection and coordination of multimedia output,

and fuller knowledge of and bejter models for representing and feasoning about media
and modes. From an architectual standpoint, we need to understand the infrastructure re-
quired o support and encourage progress in the ficld as well as fundamental uestions
such-as: What are they key components?, What functicnality da they nu.d to support?;
~What is the proper flow of cantrol?, and How should they interact? (e.g., serially, inter-
leaved, co-constraining). hn.nlly, we need to better understand from an empirical stand-
point how well our integrated multimedia interfaces will function. This entails designing
metgics andeonducting evaluations, The book is orggmzed aroung these issues into three

sections:, Section;]: :Aytomated. Fresentation Désign, Sccuon 2 lmcllu,om Muiumedm :

. lmaefaqes. and Secuon XH Mcmscctuml and Theoreuca! lssues. .
2 o ﬁ_ st RN I P s’ It
£807, ivn"w"@(ﬂl :

SRR (AT A
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’ \lhu k..l\’( investigate
baoird .md' mmm.) Km)ns et .1[ ]llus w]umcl describe an innovative dppr(hldl to inte-

Mavbyry S

H

4.1. lntclligcnt Multimedia Input and Output - .

The chapu,rs in the first scctmn of th book .xddn.ss the «llllOmdllL g,cm.r.mun of mulu-
media plcscnl.llluns bt.;,mnmzb wuh a survey by Roth and lkllcy Those’in the second
section of the buok .ldd)n.ss mu.rl.lcu. wluch not. unly present but @Isu m(upm multime-

R SR : SN

At the most basic level, more’ nwuubaunn is nudcd in rq)ruuuuu. and reasoning
about media. Far input, current display- -device technology remains cumbersome and low
fidelity. l)cvulupmuu and cxpcrlmcnwlmn with new interyctive devices (e. g...those

. {i
mplu..mn; lmcu twdb.u.k) .md lhu integration of thur mulupk, inputs (e.g spnkcn fan-

guage, ulun,s, dnd cye-! lr.u Rcrs) is ru;umd The mtq,r.num of these must be dane
curuu[ ly o ‘ensure, .:%m,qP 'nc u)uplm;, .unnng, multiple media. This is. puh ps one of
reas dcsplu. the wcduprud use of two input dcvuu (.c., key-

grating speech, g,.m.. .md y“»lun.

.

Multimedia oulpul .nlsn rululm further mvcsm_.alum M.my of the atticles in the first

o

" and sééond: Mx:lmns of lhis ‘Hook diredtly address this problem. Multimedia generation

can be divided into. llw progesses of content selection (i.e., choosing what 10 say), media
allocation (f.hubsm_;, whlgh media to sy 'what in), media realization (choosing how to

- say, tems in'a p.lr‘ucular media), .nuJ nu.dl.: umrdumtmn The design, rt.alu.uum and

umrdm.mon of texf and speech, u.lplm ;ablys pu.lurcs maps, and forms offers a num-
“ber of Lh.llknl.u Kc.y prob’lunsimc ude. the u.mpoml coordination of ‘multiple media,
|hu'|ul.uumsh|p uf textual and graphical guncmlmn ‘automatic design of graphics, and
nmdalny \L[LC(I()n h, b-' rL.nlmm, I.mé,uagc, as text or speech). The generation of multi-
‘media prcscnlalums rcqum,s I\nnwlidbc. about the kind of information to display, the
Ltml of llu, pmducer ;hc. characteristics of the addn.ssu, and the nature of the media
(o 5.. tLXl S';,rsﬁs g,rdeu ). Am)ﬂu,r issue concerns the degree of automation versus

Jilier su’és cun whetht.r ar nat systems save the’ hnslmy or struc-
" tuie oi a pru.u. n fi uf if : AC% huw ammggmns were Lonm,cu.d Lo representations of
~ abstrict l\nowkdg,u “The need for deep knowic.d!,c. of du:;,m.d graphics depends upon
the intended use of the multimedia presentation (c.g., for teaching versus manual genera-
tion) and lhe environment in which it is used (e. 1, “ mter.:ctwe static). ‘

Tyl FEES SN A SRS

There are several common problems in- allocaung and coordmatm;__ media. These in-
cludﬁ thie: ey for firesentitianiBulaite, iirual-referénce and theinteraction between
- tekt and Wcs}mﬁd*ﬁw relitionship betiweén thé characteristics of the information to
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be presented and the devices available for presentation. More sophisticated architectures
may be required to control the design process (e.g., André et al.’s WIP [this volume]
exploits two feedback loops, one after presentation design and one after realization, to
help resolve inter- and intra-media synthesis problems). ‘Related to the need to dynaml-
cally plan presentations is the choice between plan reuse, refinement, or replanning after
a failed presentation. And when multiple choices among presentations are possible, one
problem is the need for “goodness™ metrics that, for example, measure the consistency
and coherency of multimedia presentations.

A related issue concerns when, how, and why media are chosen to convey different
types of information. Whereas some researchers take a pracucal approach to this prob-
lem, building systems that are based on reverse engineering of naturally-occuring pre-
sentations, others arguc that media sclection should be a machine-learned activity based
on interaction with users, and still others argue that it requires empirical validation
through observation of man-machine intéractions. Related to this focus on empiricism is
the need to provide statistical evidence that the additional machinery required to design
and render more complex multimedia presentations is warranted by some ped.q,og.ne
benefit, increase in efficiency, or increase in the effectiveness of accomplishing some
task.

In summary, the capabilities of intelligent mulnmcdm systems go beyond hy permedia to
include the ability to mlerprcl (pnsmbly multimedia) quesuons and automallcally design
multimedia answers (e.g., WIP, COMET, A‘IMl) to deal with follow- -up questions and
make backward references (c.g., AIMI), and to post-edit presentations (e.g., COMET).
Other areas which require further research include incorporating dialogue (e.g., context
and turn- -taking) into-multimedia interfaces, more complex models of pedagogue, and a

capability to provide diagnosis and, advice giving as a user designs a prescntam)n A fi-
nal possibility is tailoring multimedia presentations to individual user’s psychological
state, knowlegge abilities, amtudes and preferences goa]s and plans The rescarch re-
sults on reader adaptatlon in techmcal documentatmn on user modeling in interactive
computer systcms and on computer-mded tulormg syslems might also be relcvam to
this endeavor.

N ST AN

4.2. Architectural and Theoretical Issues

vt Ty el * "o

. The last sechon of the book addrcsses ls;ues conceming thc grcmtectures and empirical
evaluation of intelligent multimedig interfaces. One of the prlmary concgrns. is what

-
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kinds of information and knowledge must be represented to support these systems, and

how we.should represent and reason about it. Necessary models include: (1) models of
media (e.g., the characteristics, strengths and: weaknesses), (2) models of the user (e.g.,
the ability 10 acquire, represent, and maintain useful data about user abilities (physical
and cognitive), preferences, atténtion, -and intentions from interactions, with the inter-
face), (3) modeling of dialogue history (e.g., the ability to automatically assimilate in+
formation from user-interactions with the interface, and (4) modeling of the situation
(e.g., the ability to automatically track system-parameters such as-load and.available
media, which can be used to influence interface decisions on input and output).

Questions remain as to how to acqu'irc, represent, maintain, and exploit the models.
Equally unspecified is the architectural relation of intelligent multimedia interface com-
ponents — What is flow of control? Finally, there remains a need for ficilitics to inte-
_rate canned media with dynamically generated media.

Other issues are introduced in this collection by Roth and Hefley (this volume|, Krause
{this volume], and others, concerning metrics and methads for evaluating progress and
capabilities in this area. First, it is necessary to more fully understand existing media.
This includes representing media strengths and weaknessess in a standard manner, in-
cluding the protocols that describe the kind of information these systems can use. This
will demand standard terms, units of measurement, levels of performance, techniques of
use, and S0 on, Equally important, however, is the need to match media to human
(physical and cognitive) capabilities such as memory and attention. We will need to
formulate metrics for time/quality tradeoff among media, and use these to judge among
possible input and output facilitics. Finally, we will require metrics for both glass box
and black box evaluation of interface functionality to measure individual component
effectiveness (e.g., timeliness and fidelity of gcnemu.d media) as well as measuring
overall interface effectiveness.

s. Conélusibn

If successful, intelligent multimedia interfaces promise to enable systems and people to
use media to their best advantage, in several ways. First, they can increase the raw bit
rate of information flow between humian and machine (for example, by using the most
appropriate medium for information exchange). Second, they can facilitate human inter-
pretation of information by helping to focus user attention on the most meaningful or
relevant information. Third, they can use multiple media to more effectively allocatc in-

2
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formation across media- during presentation. Finally, these investigations can provide

explicit models of media to facilitate interface design so, for example, future interfaces

can benefit from additional aspects of human communication that are currently |gnored
by current interfaces (e.g., speech inflections or hand gestures).

v

The goal of achieving context sensitivity will be limited only by the richness of models
that can be created. In short, this area has the potential te improve the quatity and effec-

tiveness of interaction for everyonc who communicates with a machine in'the future. To .

achieve these benefits, however, we must overcome the remaining fundamental prob-
lems outlined above. The contributions in this book aspire to provide mmal solutions.

6. Acknowledgments
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the workshop :
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Section |

Automated Presentation Design

The papers in this first section raise in a concrete manner issues central to multimedia
presentation design including: How can a system represent and reason about heteroge-
ncous media in an integrated fashion? How should we select and apportion content to
different media during design? How do we coordinate media? How can we ensure that
given communicative goals are achieved by the resulting artifact? What is the relation
between canned presentations and those that arc dynamically designed and realized?
authoring. ~

In the first chapter, Steven Roth and William Hefley place in historical and technical
perspective the many investigations into intelligent multimedia presentation. They first
consider the purposes of multimedia presentation systems and key functional require-
ments {e.g., contént selection and presentation design, media apportionment and coordi-
nation). This leads to a consideration of their architectural structure and function, flow
. of control, and so on. They then consider the nature of. the information contained in
these systems. This is followed by a discussion of the range of functions of presentations
and the implications this has on their underlying architectures, be they based on rules,
constraints, rhetorical schema, plan operators, etc. They then consider various classes of
presentation design knowledge associated with functions such as content selection, me-
dia and presentation technique selection, and presentation coordination. They conclude
by providing & Human Computer Interaction (HCI) view of intelligent multimedia pre-
sentations which include concerns for evaluation metrics (e.g., usability as well as de-
sign complexity). A final section argues for the requirement for mechanisms to support
interactive design, which entails defining vocabularies for specifying goals or tasks,
methods for selecting among design alternatives, and possibilitiés for controlling render-
~ ing choices (e.g.,' colo’r, fonts, orientation) or critiquing user designs.

The remaining chaplers describe four systems which automatically design multimedia
presentauons an extended TEXPLAN, WIP, COMET and a vnsual repair prototype.
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Chapter two describes an extension of a commumcatwe act theory of multisentential
text to multimedia presentations. In pamcular building on the action-based view of
communication advocated by Austin and Searle, the chapter defines lmgumnc graphi-
cal; and physical aetivns as all being different methods of performing various commu-
nicative acts. These media-specific actions are abstracted into media-independent ac-
tions, called rhetorical actions, such as describe, compare, or explain. The chapter iflus-
trates how a computational implementation of these ideas is able to represent and reason
about multimedia actions in an integrated framework. This is exemplificd by multimedia
plans which were used in a object-oricnted cartographic system for coordinated multi-
media location identification and route cxposmon‘ : :

Immediately following this paper are two papers that detail the WIP system, which plans
coordinated linguistic (English or German) and three-dimensional graphical displays
(e.g., illustrated instructions for the operation of an espresso machine). The first chapter
by Elisabeth André, Wolfpang: Finkler, Winfried ‘Graf, Thomas-Rist, Arne Schauder,
and Wolfgang Wahlster provides an architectural overview of WIP. Similar to TEX-
PLAN, WIP approaches multimedia design from a plan-based paradigm. Whercas
TEXPLAN dcsigns narrated animations of routes, WIP ‘generates three dimensional
graphics.and embedies a constraint-based layout: manager that is able to reject designs
that do not fulfill layout constraints. Architecturally, WIP consists of two parallel pro-
cessing cascades that enable the. incremental design and realization of text (using tree
adjoining grammars) and graphics.-Further, individual media design and realization are
interdependent-processes. that allow .(graphical or texwal) realization constraints to guide
(graphical or textual) design goals, which in turn can constrain overall presentation or
layout goals. This can happen both within and across media, exemplified by the genera-
tion of a cross-modal rcfcrrmg expression (e.g., “The on/off switch is located irt the up-
per left corner of the pumre ). : Lo

'The sccond WIP paper by Elisabeth André and Thomas Rist argues that traditional hi-
crarchical planners are inadequate to;handle complex interdependence of content de-
termination, mode: selection, and realization.They. suggest that. what is required are,in-.
tecleaved compopchts which allow for revision and communication among pne another.,
They. outline mode preferences. for information types such.as:. 1) prefer graphics. for
concrete information such as visual.properties of objects or.events involving physncal
objects, 2) prefer graphics for spanal information such as the location, orientation, com-
position, or mgvement of objects unless the emphasis is on minimizing egrors in which
case text is preferred, and:3) prefer text for quantification, negation, conditional, and,
causal relations if there is potential ambiguity. They alsodetail how mode decisions de-
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