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PREFACE

Linear algebra is an important component of undergraduate mathematics, particularly
for students majoring in the scientific, engineering, and social science disciplines. Atthe
practical level, matrix theory and the related vector-space concepts provide a language
and a powerful computational framework for posing and solving important problems.
Beyond this, elementary linear algebra is a valuable introduction to mathematical ab-
straction and logical reasoning because the theoretical development is self-contained,
consistent, and accessible to most students.

Therefore, this book stresses both practical computation and theoretical principles
and centers on the principal topics of the first four chapters:

matrix theory and systems of linear equations,
elementary vector-space concepts, and
the eigenvalue problem.

This core material can be used for a brief (10-week) course at the late-freshman/
sophomore level. There is enough additional material in Chapters 5-7 either for a more
advanced or a more lejsurely paced course.

FEATURES

Our experience teaching freshman and sophomore linear algebra has led us to carefully
choose the features of this text. Our approach is based on the way students learn and on
the tools they need to be successful in linear algebra as well as in related courses.

We have found that students learn more effectively when the material has a consistent
level of difficulty. Therefore, in Chapter 1, we provide early and meaningful coverage
of topics such as linear combinations and linear independence. This approach helps the
student negotiate what is usually a dramatic jump in level from solving systems of linear
equations to working with concepts such as basis and spanning set.

TooLs STUDENTS NEED (WHEN THEY NEED THEM)

The following examples illustrate how we provide students with the tools they need for
success.

An early introduction to eigenvalues. In Chapter 3, elementary vector-space ideas
(subspace, basis, dimension, and so on) are introduced in the familiar setting of R".
Therefore, it is possible to cover the eigenvalue problem very early and in much greater
depth than is usually possible. A briefintroduction to determinants is given in Section4.2
to facilitate the early treatment of eigenvalues.

An early introduction to linear combinations. In Section 1.5, we observe that the
matrix-vector product Ax can be expressed as a linear combination of the columns of

vii
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A, AX = xjA; + Az + -+ + x,A,. This viewpoint leads to a simple and natural
development for the theory associated with systems of linear equations. For instance,
the equation Ax = b is consistent if and only if b is expressible as a linear combination
of the columns of A. Similarly, a consistent equation Ax = b has a unique solution if
and only if the columns of A are linearly independent. This approach gives some early
motivation for the vector-space concepts (introduced in Chapter 3) such as subspace,
basis, and dimension. The approach also simplifies ideas such as rank and nullity (which
are then naturally given in terms of dimension of appropriate subspaces).

Applications to different fields of study. Some applications are drawn from difference
equations and differential equations. Other applications involve interpolation of data and
least-squares approximations. In particular, students from a wide variety of disciplines
have encountered problems of drawing curves that fit experimental or empirical data.
Hence, they can appreciate techniques from linear algebra that can be applied to such
problems. '

Computer awareness. The increased accessibility of computers (especially personal
computers) is beginning to affect linear algebra courses in much the same way as it has
calculus courses. Accordingly, this text has somewhat of a numerical flavor, and (when
it is appropriate) we comment on various aspects of solving linear algebra problems in
a computer environment.

A COMFORT IN THE STORM

We have attempted to provide the type of student support that will encourage success
in linear algebra—one of the most important undergraduate mathematics courses that
students take.

A gradual increase in the level of difficulty. In a typical linear algebra course, the
students find the techniques of Gaussian climination and matrix operations fairly easy.
Then, the ensuing material relating to vector spaces is suddenly much harder. We do
three things to lessen this abrupt midterm jump in difficulty:

1. We introduce linear independence early in Section 1.7.
2. We include a new Chapter 2, “Vectors in 2-Space and 3-Space.”

3. We first study vector space concepts such as subspace, basis, and dimension in
Chapter 3, in the familiar geometrical setting of R".

Clarity of exposition. For many students, linear algebra is the most rigorous and
abstract mathematical course they have taken since high-school geometry. We have
tried to write the text so that it is accessible, but also so that it reveals something of
the power of mathematical abstraction. To this end, the topics have been organized so
that they flow logically and naturally from the concrete and computational to the more
abstract. Numerous examples, many presented in extreme detail, have been included in
order to illustrate the concepts. The sections are divided into subsections with boldface
headings. This device allows the reader to develop a mental outline of the material and
to see how the pieces fit together.

Extensive exercise sets. We have provided a large number of exercises, ranging from
routine drill exercises to interesting applications and exercises of a theoretical nature.
The more difficult theoretical exercises have fairly substantial hints. The computational
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exercises are written using workable numbers that do not obscure the point with a mass
of cumbersome arithmetic details.

Trustworthy answer key. Except for the theoretical exercises, solutions to the odd-
numbered exercises are given at the back of the text. We have expended considerable
effort to ensure that these solutions are correct.

Spiraling exercises. Many sections contain a few exercises that hint at ideas that will
be developed later. Such exercises help to get the student involved in thinking about
extensions of the material that has just been covered. Thus the student can anticipate a
bit of the shape of things to come. This feature helps to lend unity and cohesion to the
material.

Historical notes. 'We have a number of historical notes. These assist the student in
gaining a historical and mathematical perspective of the ideas and concepts of linear
algebra.

Supplementary exercises. We include, at the end of each chapter, a set of supplemen-
tary exercises. These exercises, some of which are true—false questions, are designed to
test the student’s understanding of important concepts. They often require the student
to use ideas from several different sections.

Integration of MATLAB. 'We have included a collection of MATLAB projects at the
end of each chapter. For the student who is interested in computation, these projects
provide hands-on experience with MATLAB.

A short MATLAB appendix. Many students are not familiar with MATLAB. There-
fore, we include a very brief appendix that is sufficient to get the student comfortable
with using MATLAB for problems that typically arise in linear algebra.

The vector form for the general solution.  To provide an additional early introduction
to linear combinations and spanning sets, in Section 1.5 we introduce the idea of the
vector form for the general solution of Ax = b.

SUPPLEMENTS

SOLUTIONS MANUALS

An Instructor’s Solutions Manual and a Student’s Solutions Manual are available.
The odd-numbered computational exercises have answers at the back of the book. The
student’s solutions manual (ISBN 0-201-65860-7) includes detailed solutions for these
exercises. The instructor’s solutions manual (ISBN 0-201-75814-8) contains solutions
to all the exercises.

New Technology Resource Manual.  This manual was designed to assist in the teach-
ing of the MATLAB, Maple, and Mathematica programs in the context of linear algebra.
This manual is available from Addison-Wesley (ISBN 0-201-75812-1) or via
[our website,] http://www.aw.com/jra.

ORGANIZATION

To provide greater flexibility, Chapters 4, 5, and 6 are essentially independent. These
chapters can be taken in any order once Chapters 1 and 3 are covered. Chapter 7 is
a mélange of topics related to the eigenvalue problem: quadratic forms, differential
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equations, QR factorizations, Householder transformations, generalized eigenvectors,
and so on. The sections in Chapter 7 can be covered in various orders. A schematic
diagram illustrating the chapter dependencies is given below. Note that Chapter 2,
“Vectors in 2-Space and 3-Space,” can be omitted with no loss of continuity.

Chapter 1 Chapter 2 (optional)
Chapter 3
Chapter 4 Chapter 5 Chapter 6
Chapter 7

We especially note that Chapter 6 (Determinants) can be covered before Chapter 4
(Eigenvalues). However, Chapter 4 contains a brief introduction to determinants that
should prove sufficient to users who do not wish to cover Chapter 6.

A very short but useful course at the beginning level can be built around the following
sections:

Section 1.1-1.3,1.5-1.7, 1.9

Sections 3.1-3.6

Sections 4.1-4.2, 4.4-4.5
A syllabus that integrates abstract vector spaces. Chapter 3 introduces elementary
vector-space ideas in the familiar setting of R®. We designed Chapter 3 in this way
so that it is possible to cover the eigenvalue problem much earlier and in greater depth
than is generally possible. Many instructors, however, prefer an integrated approach to
vector spaces, one that combines R" and abstract vector spaces. The following syllabus,
similar to ones used successfully at several universities, allows for a course that integrates

abstract vector spaces into Chapter 3. This syllabus also ailows for a detailed treatment
of determinants:

Sections 1.1-1.3, 1.5-1.7, 1.9
Sections 3.1-3.3, 5.1-5.3,3.4-3.5,5.4-5.5
Sections 4.1-4.3, 6.4-6.5,4.4-4.7

Augmenting the core sections.  As time and interest permit, the core of Sections 1.1-
1.3,1.5-1.7,1.9, 3.1-3.6, 4.1-4.2, and 4.4—4.5 can be augmented by including various
combinations of the following sections:

(@) Data fitting and approximation: 1.8,3.8-3.9,7.5-7.6.
(b) Eigenvalue applications: 4.8,7.1-7.2.
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(¢) More depth in vector space theory: 3.7, Chapter 5.

(d) More depth in eigenvalue theory: 4.6-4.7,7.3-7.4,7.7-7.8.

(¢) Determinant theory: Chapter 6.

To allow the possibility of getting quickly to eigenvalues, Chapter 4 contains a
brief introduction to determinants. If the time is available and if it is desirable, Chapter 6
(Determinants) can be taken after Chapter 3. In such a course, Section 4.1 can be covered
quickly and Sections 4.2-4.3 can be skipped.

Finally, in the interest of developing the student’s mathematical sophistication, we
have provided proofs for almost every theorem. However, some of the more technical
proofs (such as the demonstration that det(AB) = det(A)det(B)) are deferred to the end
of the sections. As always, constraints of time and class maturity will dictate which
proofs should be omitted.
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Addition,
of linear transformations, 411
of matrices, 47
Additive identity, 363
Additive inverse, 363
Adjoint matrix, 473
Algebraic multiplicity, 300, 548
Algebraic vector(s), 114, 118, 131
Augmented matrix, 7

Basis, 189, 195, 378
change of, 431
coordinate vectors, 379
natural, 189
ordered, 380
orthogonal, 214, 395
orthonormal, 216
unigue representation, 195

Block matrix, 109, 353
eigenvalues and, 353
upper-triangular, 353

Cla, b}, 364
Cancellation laws for

vector addition, 365
Cartesian coordinate system, 128
Cauchy-Schwarz inequality, 225
Cayley—Hamilton Theorem, 306,

540, 555

Change of basis, 431

matrix representation and, 435

transition matrix, 434
Characteristic equation, 300
Characteristic polynomial, 300
Chebyshev polynomials, 402
Cholesky decomposition, 554
Closure properties, 168
Coefficient matrix, 7
Cofactor expansions, 283, 288, 448
Collinearity, tests for, 145
Column form of a matrix, 55-56
Column space of a matrix, 182
Companion matrix, 306

INDEX

Complex arithmetic, 316
Complex Eigenvalues, 315
Complex Eigenvectors, 315
Complex Gaussian elimination, 320
Complex numbers, 316
imaginary part, 316
magnitude, 317
real part, 316
Complex plane, 317
Complex vectors, 316
conjugate, 318
magnitude (norm), 318
Components, vector, 117, 131
Composition
of linear transformation, 412
Condition number, 110
Conjugate vector, 318
Consistent system, 6
solution set, 28
Contraction, 230
Coordinate vector, 379
Coordinates, 217, 375
of a vector, 195, 379
Coplanarity, tests for, 145
Cramer’s rule, 281, 465
Cross product, 135, 141
algebraic properties of, 143
definition of, 141
determinants and, 142
finding normals with, 155
geometric properties of, 144

Data fitting, 80
Defective matrix, 310
Determinants, 285, 450
block matrices, 353
cofactor, 283, 449
cofactor expansion, 284, 448
Cramer’s rule, 468
eigenvalue problems and, 300
elementary operations and,
290, 455
of matrix inverses, 471

of nonsingular matrices, 287, 467
of products, 287, 466
singular matrices, 287, 465
three-by-three, 282
of triangular matrices, 453
two-by-two, 278, 448
Vandermonde, 297
Wronskian, 471
Diagonalizable,
linear transformation, 431
matrix, 327
symmetric matrices, 333
Difference equations, 338
sohution to, 340
Differential equations, 347, 493
Dilation, 230
Dimension, 202, 388
Distance formula, 256
Dot product, 50, 135
algebraic properties of, 137
definition of, 136
two vectors, 135

Echelon form, 14

Eigenspace, 307

Eigenvalues, 276, 298, 432
algebraic multiplicity, 300
characteristic equation, 300
characteristic polynomial, 300
complex, 315
computational considerations,

304, 508

conjugate pairs, 319
determinants and, 280
dominant, 354
eigenspace, 307
geometric multiplicity, 309
Hessenberg matrices and, 510
initial value problems, 495
MATLARB, 324
Rayleigh quotient, 352, 493
similar matrix, 327
singular matrix, 303
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Eigenvalues (Continued)
symmetric matrices, 319
triangular matrix, 303

Eigenvectors, 276, 298, 307, 432
complex, 315
dominant, 354
eigenspace and, 307
generalized, 350, 546
linearly independent, 306, 312
symmetric matrices, 333

Electronic aids, 23

Elementary matrices, 476

Elementary operations
determinants and, 290, 455
effects of, 291
for linear systems, §
for matrices, 10
notation, 10

Elementary row operations, 9

Ellipsoid, 491

Equal matrices, 46

Equality test
for geometric vectors, 117

Equations
consistent/inconsistent, 6

Equivalent systems, 8§

Error function, 446

Euclidean n-space, 48

Fresnel integral, 446
Frobenius norm, 262
Full rank, 252

Gauss-Jordan elimination, 9, 12, 14
General solution, 23
Generalized eigenvectors, 350, 547
Geometric multiplicity, 309
Geometric vector(s), 114, 131
adding, 120, 132
angle between, 135, 137
calculating algebraic
vectors for, 121
components, 117,131
cross product, 135
dot product, 135
equality of, 115, 117
initial point, 115
initial/terminal point, 131
length of, 124, 132
magnitude of, 129
norm of u, 124
position, 116
scalar multiplication, 122, 132
subtracting, 123
terminal point, 115
unit, 124
zero, 72
Gram matrix, 444
Gram-Schmidt process, 219, 395

Hermite interpolation, 91
Hermitian matrix, 325
Hessenberg form, 502
characteristic polynomial, 511, 542
computational considerations, 508
eigenvalues and, 510
Householder reduction, 522
matrix, 503
reduced, 511
reduction to, 503
subdiagonal, 503
unreduced, 511
Hilbert matrix, 101
Homogeneous systems, 31
nontrivial, 31
trivial, 31
zero solution, 31
Householder matrix, 519
construction of, 523
multiplication by, 520
Hyperboloid, 491

Idempotent matrix, 108, 314
Identity matrix, 65
Identity transformation, 230, 405
Hl-conditioned matrix, 101
Imaginary numbers, 316
Inconsistent systems, 6, 19
Indefinite quadratic form, 487
Initial point, 115
Initial value problems, 83, 495
Inner product, 393
Inner product space, 392
Integer inverses, 481
Integer matrices, 481
Integers, 26
Interpolating polynomial, 81, 272
Inverse

calculating, 95

existence of, 94

matrix, 92

properties of matrix, 99
Inverse,

linear transformations, 414

matrix representation, 419
Invertible linear transformations, 413
Isomorphic, 416

Kernel
linear transformation and, 405
of a matrix, 179

Krylov’s method, 511

Law of Cosines, 135
Least-squares
approximation, 256, 397, 531
criterion, 246
general fits and, 250
inconsistent systems and, 260, 531

linear fit, 247
normal equations, 245
polynomial fit, 272
solution, 531
theory and practice of, 255
using MATLAB to find, 248
Legendre polynomials, 402
Length of a vector, 67, 124
Linear combination, 49, 71, 370
Linear
equation, 2
solution, 2
Linear independence and
dependence, 73
Linear transformations, 225, 403
composition, 412
contraction, 230
definition of, 226
diagonalization, 431
dilation, 230
eigenvalue, 432
examples of, 227
identity, 230, 405
inverse, 414
invertible, 413
isomorphism, 416
matrix of, 230
matrix representation, 419
null space (kernel), 233, 405
nullity, 234, 406
one to one, 406
onto, 413
orthogonal, 235
range, 233, 405
rank, 234, 406
reflection, 237
rotation, 236
scalar multiplication, 411
sum, 411
zero, 230, 405
Lines
equation of, 149
parametric equations for, 149
segments, 151
in space, 148
vector form of, 149

Markov chains, 338, 345, 354
MATLAB, 24
basic operations, AP1
command window/line, AP1
elementary row operations,
matrix surgery, APS
entering matrices, AP2
graphing in two dimensions, AP6
matrix operations, AP8
M-files, scripts and functions, AP10
numerical routines in, AP10
RREF command, AP3



short/rat/long/numeric
formats, AP2

transpose, norm, and
inverse, AP8

zeros, ones, eye, and
Rand, AP9

Matrix, 6

addition, 47

adjoint, 473

augmented, 7

block, 353

coefficient, 7

column form, 54-56

column space, 182

defective, 310, 547

diagonalizable, 327

echelon form, 14

elementary, 476

equality, 46

Gram, 444

Hermitian, 325

Hessenberg, 503

Hilbert, 101

Householder, 519

idempotent, 108, 314

identity, 65

ill-conditioned, 101

integer, 481

inverse, 92

kernel, 179

main diagonal, 65

minor, 449

nonsingular, 76

null space of, 179

nullity, 208

orthogonal, 108, 239, 325

partitioned (block), 109

permutation, 331, 510

positive definite, 325, 401

product, 52

range, 181

rank, 208

rank deficient, 252

reduced echelon form, 15, 17

row space, 183

scalar multiplication, 47

similar, 326

singular, 76

skew symmetric, 297, 372, 479

square, 65

stochastic, 350

sum, 47

symmetric, 64

transition, 108, 346, 434

tridiagonal, 522

transpose, 63

unitary, 325

upper-trapezoidal, 532

upper-triangular, 60

Vandermonde matrix, 82
zero, 61
Matrix inverse,
computation, 97
definition, 92
determinants, 473
eigenvalues, 302
properties of, 99
in terms of adjoint, 473
two-by-two, 98
Matrix multiplication,
definition, 50
other formulations, 55
Matrix of a transformation, 230
Matrix polynomials, 540
Matrix representation of linear
transformation, 419
Midpoint formula, 130
Minor matrix, 283, 449

Negative definite quadratic form, 487

Negative semidefinite quadratic
form, 487

Nonsingular matrix, 76

Norm of a vector, 67, 394

Normal equations, 245, 444

Normal to a plane, 151

Normalized vector, 216

Null space, of a linear transformation,
233,405

Nullity, of a linear transformation,
234, 406

of a matrix, 208
Numerical differentiation, 88
Numerical integration, 84

Octants, 128
Operator, 404
Ordered basis, 380
Orthogonal, basis, 214, 392, 395
constructing an, 219
linear transformation, 235
matrix, 108, 239, 325, 330
projections, 397
set, 395
vectors, 138, 140
Orthonormal basis, 216
Outer product, 69
Overdetermined systems
least-square solution, 243

Parallel planes, 156
Parallel vector, 124, 132
Parametric equations, 150
Partitioned matrix, 109
Permutation matrix, 331
Physical vector(s), 114

adding, 120

resultant force and, 120
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Plane(s)

coordinate, 128

equation of, 153

normal vectors, 152

parallel, 156

scalar form for equation of, 154

vector form for equation of, 154
Polyfit, AP10
Polynomial interpolation, 80
Polyval, AP10
Population dynamics, 108

steady state, 109

transition matrix, 108
Position vector, 116, 131
Positive definite, matrix, 325, 401
Positive semidefinite quadratic

form, 487

Power method, 306, 354
Principle Axis Theorem, 492
Projection of a vector, 139, 397

calculating, 139
Pseudoinverse, 262

QR Algorithm, 538
QR factorization, 531
Quadratic forms, 484
conic sections, 488
diagonalizing, 485
indefinite, 487
matrix representation, 484
negative definite (semi), 487
positive definite (semi), 487
quadric surfaces, 488
Quadric surface, 36, 488

Range,
of a linear transformation, 181,
233, 405
of a matrix, 181
Rank,
of a linear transformation, 234, 406
of a matrix, 208
Rank deficient, 252, 262
Rational function, 273
Rayleigh quotient, 352, 493
Real vector space, 362
Reduced echelon form, 16, 19
Reflection, 237
Relative error, 111
Residual vector, 243
Right-hand rule, 128, 143
Rotation, 236
Row equivalent matrices, 10
Row space of a matrix, 183

Same direction vector, 124
Scalar, 8, 46, 361
form for equation of plane, 154
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Scalar multiplication
linear transformation and, 411
of a matrix, 47
of a vector, 122
Scalar product, 50
Scalar quantities, 114
Schur decomposition
(factorization), 333
Sherman—Woodberry formula, 104
Similar matrices, 326
Sine integral, 446
Singular matrix, 76
determinants, 287, 481
eigenvalues of, 303
Skew symmetric matrix, 297, 372, 479
Solution sets
geometric interpretations of, 4
Solution sets for consistent lincar
systems, 28
Spanning set, 176, 189, 370
Spectral decomposition, symmetric
matrix, 336
Square matrix, 65
main diagonal, 65
State vectors, 60, 108
Stochastic matrix, 350
Subspace. 168, 368
bases for, 185, 195
column space of a matrix, 182
dimension, 202
kernel of transformation, 405
null space of a matrix, 179
null space of a transformation,
233, 405
orthogonal bases for, 216
properties of p-dimensional, 207
of R", 168
range of a matrix, 181
range of a transformation, 233, 405
row space of a matrix, 183
spanning set, 176, 190
verifying subsets as, 171
Symmetric matrix, 64
diagonalizable, 333
Systems of differential equations,
347, 546
complex solutions, 498
diagonalization and, 496

Systems of linear equations, 2
consistent, 6, 28
Cramer’s rule, 281, 469
equivalent, 8
homogeneous, 31
inconsistent, 6, 19
least-squares solution, 243, 533
matrix equation, 54
solution, 2

Terminal point, 115
Transition matrix, 108, 346, 434
Transpose of a matrix, 63
determinant, 290, 471
eigenvalue, 305
properties, 63
Trapezoidal form
reduction to, 531
Triangular matrix
determinant, 287, 453
eigenvalues, 303
upper, 60
Tridiagonal matrix, 522
Triple products, 145
scalar, 145
vector, 145

Unit vector, 74, 125, 132
Unitary matrix, 325
Upper-trapezoidal matrix, 532

Vandermonde matrix, 82, 297
Vector. See also algebraic vectors
Vector. See also geometric vectors
Vector. See also physical vectors
Vector space, 164, 360

additive identity, 362

additive inverse, 362

basis, 377

Cla, b}, 364

cancellation laws, 365

dimension, 388

infinite dimensional, 388

inner product, 392-393

isomorphic, 416

ordered basis, 380

p-dimensional, 389

properties, 365

properties of R”, 167
real, 362
zero, 366

Vector(s)
basic i and j, 125
complex, 316
conjugate, 318
coordinate, 379
distance between, 256
Euclidean length (norm), 68
form for general solution, 48
form for plane equation, 153
length, 124
linear combination of, 370
linear independence and

dependence, 73, 375

magnitude, 124
n-dimensional, 48
norm, 68
normal, 152
normalized, 216
opposite direction, 124
parallel, 124
projections of, 138, 397
quantity, 114
residual, 243
same direction, 124
state, 60, 108
unit, 74
zero, 72, 362

Weight functions, 444
Weighted sum, 449
Wheatstone bridge, 46
Wronskian, 471

Zero matrix, 61

Zero transformation, 230, 405
Zero vector, 72, 362

Zero vector space, 362, 366




xii

CONTENT/S |

Fr
it A5t BR
MATRICES AND SYSTEMS OF LINEAR EQUATIONS
1.1 Introduction to Matrices and Systems of Linear Equations
1.2 Echelon Form and Gauss—Jordan Elimination
1.3 Consistent Systems of Linear Equations
1.4 Applications (Optional)
1.5 Matrix Operations
1.6 Algebraic Properties of Matrix Operations
1.7 Linear Independence and Nonsingular Matrices
1.8 Data Fitting, Numerical Integration, and
Numerical Differentiation (Optional)
1.9 Matrix Inverses and Their Properties

VECTORS IN 2-SPACE AND 3-SPACE

2.1
22
2.3
24

Vectors in the Plane

Vectors in Space

The Dot Product and the Cross Product
Lines and Planes in Space

THE VECTOR SPACE R”

3.1
3.2
33
34
35
3.6
3.7
3.8

39

Introduction

Vector Space Properties of R”

Examples of Subspaces

Bases for Subspaces

Dimension

Orthogonal Bases for Subspaces

Linear Transformations from R” to R™
Least-Squares Solutions to Inconsistent Systems,
with Applications to Data Fitting

Theory and Practice of Least Squares

vi

14
28
39
46
61
71

80
92

113

114
128
135
148

163

164
167
176
188
202
214
225

243
255



