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PREFACE TO THE SECOND EDITION

Since the first edition of this book uppeared. some things in the Al
programming world have changed a great deal. and some things are almost
exactly the way they were five years ago. Perhaps the most significant
development has been the appearance of Comman Lise, documented in abundant
detail by Guy Steele [102]. Al of the Lise ¢code in this new edition has been
rewritten in Common Lisp. CommoN Lisp is a pleasant surprise, given the
normal result of compromise solutions designed by committees. It manages to be
a synthesis of many of the best ideas present in modern Lise dialects, rather than
a fossilization of the worst. While there are other dialects that have a more
coherent semantics, such ag SCHEME [82] and T }81]. Common Lisp is more than
adeqguate tor our needs.

The choice of CoMmoN LisP has atfected the contents of this book in several
ways. First. many features that we spent some time developing and adding to our
earhier dialect of Lisp are airgady available in Common Lisp. In some cases, we
have therefore just described the Common Lise feature. In other cases. we have
retained the developmental material in order to exptain the underlying principles.

Common Lusp is a “large” language. and we cover only part of it; some of
the best-designed fcatures allowed us (o remove material from the first edition
that dealt with the friendly but limited dialect we used then. UCI Lisp. Gone are
the sections on FEXPRs and LEXPRs: while we still discuss the issue of
extending the language by adding new dats types, CommoN LisP's
DEFSTRUCT is an example of a tool that we had to build from scratch in UCH
Lise.

We considered both ScHEME and T for this edition. SCHEME has the right
essential semantics for programming, such as lexical scoping and closures, and

Xi



xii Preface

T extends that to include the right primitives for object-oriented programming
and language-extension via macros. as weli as a host of well-designed support
features. (The next edition (') will probably be in T.) Happily, many of these
ideas are also present in ComMoN Lise, and given its greater visibility, we chose
it instead. In particular. the availability of lexical closures has allowed us 10
re-implement a number of disparate ideas in a uniform manner.

One problem with ComMon Lisp is that it 1s not yet widely available. Most
implementations exist only on very large machines. While this situatton will
certutnly change in the next few years, we have tried to ameliorate the problem
tn two ways. First. we have used only a subset of ComMmon LisP in aur code.
Second. we have provided a glossary describing the subset we used.

In the Lisp chapters in Part 1 and in the Al topics in Part 2. five years' additional
experience has led us to provide completely new explanations. examples, and
implementations. The origina? chapter on alternative control structures, which
described the implementation of a variation of SCHEME. served two purposes: to
introduce some of the power behind lexically scoped languages with procedures
as first-class objects, and to give an example of how other languages with very
different control structures could be implemented in Lisp. Since CoMMON Lisp 1s
lexically scoped. there is no longer any need to treat that topic separatety. The
topic of contrul structure in SCHEME is now described briefly in a new chapter on
higher-order functions, continuations. and coroutines. Some of the flavor of
implementing interpreters can be gleaned from a new chapter on production
systems. (For more information on ScHEME and implementing a ScHEME inter-
preter, the interested reader is referred to Abelson and Sussman §2].)

The chapter on production systems illustrates several aspects of Al program-
ming. A production system is much easier to implement than a deductive
retriever, and correspondingly more limited in power. Production systems,
however, have proved 1o be very useful in the development of expert systems.,
which are the basis for most of the commercial AT work at the moment.

As before, the intended audience of Artificial Intelligence Programming
remains the advanced undergraduate or carly graduate student in Al. Although
the matcrial involved requires only modest knowledge of programming. the
student who has had the most experience m creating Al programs already will
understand best the benefits of the 1echniques described. In addition, in response
to the changing nature of Al in industry, we have changed the text to be a bil
more like a cookbhook. It has turned out that many people learning Al
programming are doing so on their own, either at home or at work. Many of them
prefer to begin with working pieces of code that they can then extend, rather than
inadequate pieces of code that are then corrected in the text and exercises. This
latter technique works in classrooms. but not in a self-study sitation. Therefore,
we have eliminated almost all figures with deliberately incorrect code. and added
an appendix with the answers 1o nearly all the exercises in the book. We have
also removed the chapters on the sample course project.
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PREFACE TO THE FIRST EDITION

Artificial Intelligence (henceforth Al) is still a field where disagreement is
more common than solid theory. and interesting idcas more common than
polished programs. Yet there is slowly coming into being a small core of
accepted (though not universally accepted) theory and practice. This book 1s an
sttempt to gather together the “'practice” aspect of this ““core™ Al.

The **practice’” of Alis, of course. the writing of programs. Al problems are
usually ill-defined and the theories proposed are often too complex and
complicated to be verified by intuiiive or formal arguments. Sometimes the only
way to understand and evaluate a theory is to see what comes next. To find this
out. and to check for obvious inconsistencies and contradictions, we write
progrums that are intended to reflect our theories. If these programs work, our
theories are not proved. of course, but at least we pain some understanding of
how they behave. When the programs don't work (or we find ourselves unable
to program the theories a1 all), then we learn what we have yet to define or
re-define.

With this emphasis on programming. it becomes important that an Al
rescarcher have a wide library of programming tools avatlable. This is particu-
larly true because of the “‘level’" problem. That is, your theory describes what
to do at a fairly high level, but you need to tel! the machine what to do at a low
level. So a theory of, say, coherency in conversation, will in all probability say
nothing about pattern matching or cfficient data retrievai. It is not that these
topics are not worthy of their own theory. How people manage to retrieve
knowledge efficiently under a wide variety of circumstances is a fascinating
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guestion. But if vou dare wormed about conversation, 1t is simply not vour
departiment. ' )

The intent of this book is 1o give you a wide variety of commonly used tools
for programming Artificial Intelligence theories: discrimination nets, agendas,
deduction. data dependencies, backtracking, etc. By having these tools, we hope
you wilt find that your programs better reflect your intentions.

Alminst all ot the ideas that are described here are in common use, particularly
at the larger Artilicial Intelligence centers. But very few of them have ever been
writien down in one place There are a number of books that introduce you to
Lisp (although none of them are completely satisTactory), and there are a number
of books on theories und algorithms in Artificial Intelligence. Until now,
however, there have baen no bouoks that fill in the middle ground and present the
methods that all the old-timers know for getting from theory o practice. That is
what this book is all about.

The major problem in writing a book such as this is that of selection. In some
cases it is easy. It seems unhkely that anyone would seriously contest our
inclusion of discrimination nets, pattern miatching, or agendas. These techniques
have been used by many researchers in the field and in a vanety of problem
areas—from matural langusge comprehension o problem solving to medical
diagnosis. Flowever once one moves beyond this handful of topics, or even starts
getting specific about the type of pattern matching, or agenda, then consensus is
not so easy. So to some degree the selections made in this book are personal
ones. Of course, to say they are persenal is not to say they cannot be defended
on scientific grounds. but rather that the defense would take the form of an
extended debate on the nature of Al and where it is going. For exampte, data
dependencics reccive a chapter to themselves here in spite of the fact that they are
fairly new on the scene and bence relatively untested. at least compared to
something like unification pattern matching. Naturalty we try o show the
usefulness of these ideas, but only to show how the ideas are motivated, not to
defend particular approaches against competitors. Such a defense would be well
worth having. but it would be out of place in a text such as this.

Selection also implies that some things are omitted, and there are at least two
notable omissions from these chapters. One of these is inadvertent. The
techniques discussed here all come from what might be thought of as *‘abstract™
AL That is, if we think of Al programs on a spectrum from *‘concrete”” programs
which must deal with the real worltd in terms of sound and light input (or sound
and muscle output) to ““abstract’” programs which only deal with abstractions,
the techniques described here fall most paturally towards the abstract end. This
book does not have the space and the authors do not have the expertise to do
justice to the concerete end of things.

A second omission is quite deliberate. We have made no attempt to survey,
much less teach, the many Al languages {(CoNNIVER, Qa-4. KRL, etc.). This
stems from our conviction that at present there is no commonly agreed-upon set
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of functions above the level of list processing which everyone would agree 18
useful in a wide vuriety of Al settings. Experience has shown that each major
project has found it necessary 1o build up its own tools, starting. typically. from
Lise. We do not see this <ituation as likely w change in the foreseeable future.
Hence rather than covenng the basice of the various Ianguages we have tied
inslead to explain the technigues which typscally tic behind these languages.,

The book is divided into two parts. Since almost all serious programming in
Artificial Intelligence is done i the Janguage Lise. Part 1 tells you how (o
improve your general abilitics a3 a Lisp programmer. {The [irst chapter covers|
most of the basic Lisp concepts needed tor the test of the book. We intend the
introductory material to cover all the concepts of Lisp needed later. but if you
have never programmicd in Lise before. we recommend that you spend some timme
writing simple Lise programs until you get a feel for the language.

The [second through seventhf chapters are concerned with the many features
found {or implementable in Lisp that make the language an attractive one to use
Many of the ideas that pass under the rubric of “*structured programming” will
be found here  Although Lisp is almost as old as ForTRAN. ft is surprisingly
amenable to things fike lop-down programming and data types.

Part 2 conlains more advanced and complex techniques. Since thts book is
intended not just to be a deceription of ideas. but also o give you a chance w©
learn the craft of Artificial Intelligence. we present actual Lisr implenmentations
of all the ideas discussed. along with exercises which modify and extend the
code. These exercises are intended to muke you fumibiar, in & practical hands on
way, with the technigues involved. We hope that the excrcises will inspire vou
to experiment and learn on your own.

This boek is intended mainly for use as a texthook for an Al course in which
programining is emphasized. This could be cither an advanced or a fast
elementary course. The book might also be used as an auxiliary text for a systems
course: for this purpose, the chapters on macros, structured programming . and
alternative control structures would be most useful.
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Lisp REVIEW

Lise has pokenyiy beon catied “the most mtethgent way o miue g compuas
tharh that o s 1o grear comphimens becase 1 transars te il rlersor o
Bbe aten o b csastLd o smhe: of our Mt gified 2l Buma e i thindan
prvsnsshy in-posa bie thoughss

Edwce i_)!]k\[l'.i

Listowas the world's first elogam FNZUAEC, 0 130 8ense B s o e
parsiienicus base with rich possibilities for extepaon Lk hs heen wiplicd
mainly o problems of symbolic manipulation and amiticial wntelivpence, parth
because manipulating symbaols s <o ey in Lasp. and paity becanse Al
progiammers tend o be Juzy and undisciplined. like piloty wie refuse 1o bile o
flight plan belore tuhing off” and Lisps interactive structure allows them o get
away with this

1.1 Data Structures

Lisy data struciures are called US-eapressions. T The § stands jor sym
holic ™ In this text, the termy *S-expression”” and Texpression’” are wsed
interchangeably. An S-expression is

boamwmber. e g 15, written as an optional phis or tmmus sign. followed
by vne or more digits.

2. awvmbof, e.g.. FOO. wntten as a letter followed by £ero or more letters
or digits,

\
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3 asring.eg., "This is a string”", wntten as a double quote,
followed by zero ur more characters, followed by another double quote.

4. acharacter, e.g.. #>.9, written as a sharp sign, followed by a backslash,
tollowed by a character. (Numbers, symbols. strings. and characters are
called atiems. There are other kinds of atoms. We will see them in later
chapters.)

5.a list of S-expressions. e.g., (A B) or (IS5 TALL
(FATHER BILL) ). written as a left parenthesis. followed by zero or
more S-expressions. followed by a right parenthesis.

Parentheses are more significant in Lise than they are in most other
programming languages. Parentheses are virtually the only punctuation marks
available in Lisp programs. They are used o indicate the structure of S-
expressions. For example. (A) is a list of one element, the symbol &, ((A))
is also a list of one etement, which is in tura a list of one element, which is the
symbal A. Notice also that the left and right parentheses must balance. That is,
a well-formed S-expression has a right parenthesis to close off each left
parenthesis.

1.2 Program Structures

Syntax: The syntax of a Lisp program is simple: Every S-expression is a
syitactically legal program! That is. any given data structure could be executed
as @ program. Most of them. however, fail on semantic grounds.

Semantics: The tunction that executes S-expressions (and hence defines the
semantics of Lisp) is called EVAL. EVAL takes one S-expression and returns
another S-expression. The second expression js called the value of the first
expression. We notate this as expression = value.

The rules for evaluation are fairly sunple. .

Ruie 1: If the expression is a aumber. a string. a character, the symbol T or
the symbal NIL. then its value is itself. So § = 5.

Rule 2: 1f the expression 1§ a fist of the form

{function arg, . . . arg))

then the value is found by first evaluating each argument (arg; to arg,), and
then catling function with these values. For the moment. all our functions are
named by symbals For exampie. the symbols + (for addition) and * (for
multiplication) name functions that are defined in Lise for doing arithmetic.

(+ 13 2 > 17
{#* 3 5} > 15
{(+ (# 3 3) 2) => 17

e
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Note that in order to evaluate the last expression. each argument has to he
evaluated fust. Since the first argument s itself a list. {* 3 3). Rule 2 is
apphed again. and the arguments. 3 and 5, are evaluated. By Rule 1. they
evaluate to themselves. They are passed to the mubtiplication procedure, *,
which returns 15, Similarly. 2 evaluates o ttself. and 15 and 2 are passed to +.
which returns the number 17

Rutle 3: [ the cxpression is a fist of the torm

Creserved-word argy ... argg)
then the value depends compictely on the definition of reserved-word The
drguments may or may not be evaluated. Reserved words are named by symbols,
just as functions are

One such reserved word is SETS SETR s used for pssigning values to
symbols, {SETQ  <vmbaol expression) causes symbaf to be “*hound o™ {or “set
" or assigned™) the value of expression. The value of expression is returned
as the value of the SETO (1.e., the value that the SE T @-expression produces).

For exampte. {SETQD X {+ 13 1)) sets % ta 16,

Rule 4: If the expression is a svmhol. then its value is the fast value that has
been assigned to it. [f no value has been assigned. then an ertor occurs. So if ¥
18 bound to 16, then X = 6. These are the four rujes employed by the EVAL,
which is part of the Lise mterpreter. The interpreter is a program that you run.
You type an S-expression and it prints back another S-expression. This second
S-expression is the value of the one you typed in. (If something goes wrong, an
error message iy printed instead of a value).

Lisp programs don't always need to be compiled like ALGOL or FORTRAN
programs. That is. vou do not have to take a file of LisP text. convert it into
mternal machine code. and then run the machine code. Instead. you can type
Lisp text to the interpreter, which evaiuates it and types the result back at you as
more Lisp text.

While interpreting means that programs run slower. 1t also usually means that
you always have your expressions available during execution for inspection and
modification. Lisp can support very powerful debugging and editing facilities for
this reason.

The *“top-level™™ loop of the Lisp interpreter can be written in a4 ALGOL-like
language as

BEGIN

LOOP: EXP 1= READ (INPUT)3
VAL := EVAL (EXP):
FRINT (VAL ., QUTPUT) 3
GO TO Laoop

END §
This is usnally referred to as the READ-EVAL -PRINT loop. AN three
functions are available to the user — that is. when you write a fuaction that uses



