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Dedication

To the spirits of the great knowledge engineers,
Apristotle, Leibniz, Kant, Peirce, and Whitehead.



Preface
-

Socrates said he was the midwife to bis listeners, i.e., he made them reflect
better concerning that which they already knew and become better
conscious of it. If we only knew what we know, namely, in the use of
certain words and concepts that are so subtle in application, we would be
astonished at the treasures contained in our knowledge.

ImmanveL Kant, “Vienna Logic”

Like Socrates, knowledge engineers and systems analysts play the role of midwife
in bringing knowledge forth and making it explicit. They display the implicit
knowledge about a subject in a form that programmers can encode in algorithms
and data structures. In the programs themselves, the link to the original knowledge
is only mentioned in comments, which the computer cannot understand. To make
the hidden knowledge accessible to the computer, knowledge-based systems and
object-oriented systems are built around declarative languages whose form of
expression is closer to human languages. Such systems help the programmers and
knowledge engineers reflect on “the treasures contained in the knowledge™ and
express it in a form that both the humans and the computers can understand.
Knowledge representation developed as a branch of artificial intelligence — the
science of designing computer systems to perform tasks that would normally require
human intelligence. But today, advanced systems everywhere are performing tasks
that used to require human intelligence: information retrieval, stock- market trading,
resource allocation, circuit design, virtual reality, speech recognition, and machine
translation. As a result, the Al design techniques have converged with techniques
from other fields, especially database and object-oriented systems. This book is a
general textbook of knowledge-base analysis and design, intended for anyone whose
job is to analyze knowledge about the real world and map it to a computable form.

Locic, ONTOLOGY, AND COMPUTATION. Knowledge representation is a
multidisciplinary subject that applies theories and techniques from three other

fields:

1. Logic provides the formal structure and rules of inference.

2. Ontology defines the kinds of things that exist in the application domain.
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3. Computation supports the applications that distinguish knowledge represen-
tation from pure philosophy.

Without logic, a knowledge representation is vague, with no criteria for determin-
ing whether statements are redundant or contradictory. Without ontology, the
terms and symbols are ill-defined, confused, and confusing. And without comput-
able models, the logic and ontology cannot be implemented in computer programs.
Knowledge representation is the application of logic and ontology to the task of
constructing computable models for some domain.

The readers of this book should have some experience in analyzing a problem,
identifying the kinds of things that have to be represented, and mapping them to a
computable form. This level of experience can be expected of computer science
students. Yet because of the interdisciplinary nature of the subject, the book contains
considerable material on philosophy and linguistics. Therefore, it is also suitable for
philosophy and linguistics students who have some background in artificial intelli-
gence or computer programming. While writing the book, I have used early drafts in
graduate-level courses in computer science at Polytechnic University and in the
program on Philosophy and Computers and Cognitive Science at Binghamton
University.

Exercises. At the end of each chapter, the exercises introduce topics that
illustrate, supplement, and extend the main presentation. Instead of emphasizing
symbol manipulation, the exercises address the problems of analyzing informal
specifications and selecting an appropriate ontology for representing them. In
effect, the “word problems,” which usually give high-school algebra students the
most difficulty, are closer to the central issues of knowledge representation than the
purely technical problems of manipulating symbols. Answers and hints for a
representative sample of the exercises are included at the end of the book.

All of the major knowledge representations are discussed, analyzed, and related
to logic: rules, frames, semantic networks, object-oriented languages, Prolog, Java,
SQL, Petri nets, and the Knowledge Interchange Format (KIF). The two basic
notations used for logic are predicate calculus and conceptual graphs. Predicate
calculus is the traditional logic notation that students must know in order to read
the literature of Al and computer science. Conceptual graphs area two-dimensional
form of logic that is based on the semantic networks of Al and the logical graphs
of C. S. Peirce. Both notations are exactly equivalent in their semantics, and
instructors may choose to use either or both in lectures and exercises.

Examples in this book are illustrated in several languages, but no prior knowl-
edge of any of them is expected. The emphasis is on the semantic principles
underlying all languages rather than the syntactic details of particular languages.
Although computer exercises can help to show how the theory is applied, this book
can be used without any special computer accompaniment.
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ORGANIZATION.  Chapter 1 introduces logic through a historical survey, rang-
ing from Aristotle’s syllogisms to the modern graphic and algebraic systems. The
details of the predicate calculus and conceptual graph notations are summarized in
Appendix A. For students who have little or no background in logic, the instructor
can spend extra time on Chapter 1 and Appendix A to use this book as an
introduction to logic. For more advanced students, the instructor can cover Chap-
ter 1 quickly and spend more time on the topics in later chapters.

Chapter 2, which is the most philosophical in the book, introduces ontology
the study of existence. Ontology defines the categories of things that are expressed
in the predicates of predicate logic, the slots in frames, the tables of a database, or
the classes of an object-oriented system. Logic is pure form, and ontology provides
the content that is expressed in that form. Depending on the interests of students
and the instructor, this chapter can be surveyed briefly or covered in depth.

Chapter 3 introduces the principles of knowledge representation and their role
in adapting logic and ontology to the task of constructing computable models of
an application domain. It shows how logic and ontology are embodied in a variety
of computational languages. This chapter is central to computer applications, but
it can be surveyed for students of linguistics or philosophy.

Chapter 4 presents methods for representing dynamically changing processes
and events. Petri nets and dataflow graphs are introduced as supplementary nota-
tions, which can be translated either to conventional programming languages or to
logic in the predicate calculus or conceptual graph notations. Petri nets serve as a
bridge between the procedural programming techniques and the declarative logic-
based approach that is emphasized in the other chapters.

Chapter 5 shows how purpose and context affect knowledge representation and
the various theories of modal and intentional logic. These theories are applied to
the encapsulated objects of 0-0 systems and to the design of interacting agents. This
chapter has the most detailed logical development, but much of it can be skipped
for students whose background in logic is weak.

Chapter 6, on “knowledge soup,” stresses the limitations of logic. It discusses
the vague, uncertain, unanalyzed, and often inconsistent mix of facts, opinions, and
rules of thumb that people have in their heads. It presents the techniques for
reconciling logic to the unpredictable, continuously variable aspects of reality.
These techniques are not rejections of logic, but methods for adapting logic to the
complexities of the real world.

Chapter 7 discusses the problems of knowledge sharing and the ongoing efforts
related to the ANSI and ISO projects on ontology and conceptual schemes. It
illustrates critical issues in using logic-based techniques to facilitate communication
and interoperability of heterogeneous computer systems.

The first section of every chapter is more introductory and less technical than
the remaining sections, and the first paragraph of every section gives a quick
overview of the rest. Therefore, readers can survey any chapter by reading just the
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first section and the first paragraph of each remaining section. While skimming

through a chapter, readers should glance at the illustrations to get an overview of
the topics that are covered.

Cast oF CHARACTERS. Science is a human subject, developed by people
who step on each other’s toes at least as often as they stand on each other’s
shoulders. The five philosophers to whom this book is dedicated have been admired
and trampled more than most. Their theories and practices are among the best
available examples of how logic and ontology can be applied to the representation
of knowledge in science, business, and everyday life. For a testimonial to their
influence, note the references to them in the index of this book.

As Peirce said, every scientist is deeply indebted to a “community of inquirers”
whose contributions, criticisms, and collaboration are essential to the development
of the science. While writing this book, I benefited enormously from the overlap-
ping communities in which I participated. Among them are my students and
colleagues at SUNY Binghamton and Polytechnic University; the members of the
ANSI and ISO working groups on conceptual schemas, ontologies, and the CG
and KIF standards, which were chaired by Sandra Perez, Tony Sarris, John Sharp,
and Baba Piprani; and the FANTA project at IBM, which included Fan Hsu, Bob
Spillers, and Martin van den Berg.

My greatest debt is to the community of the conceptual graph workshops and
the International Conferences on Conceptual Structures. Since I dont have the
space to list all the participants, I'll just list the organizers of the conferences and
the editors of the proceedings: Michel Chein, Walling Cyre, Harry Delugach, Judy
Dick, Peter Eklund, Gerard Ellis, John Esch, Jean Fargues, Mary Keeler, Bob
Levinson, Dickson Lukose, Guy Mineau, Bernard Moulin, Marie-Laure Mugnier,
Tim Nagle, Heather Pfeiffer, Bill Rich, Leroy Searle, Bill Tepfenhart, Eifeen Way,
and Rudolf Wille. T gratefully thank them and everyone mentioned in the proceed-
ings they edited, which are listed in the bibliography of this book.

My community also includes many people whose contributions are not ade-
quately represented in the above lists: Jaime Carbonell, Norman Foo, Benjamin
Grosof, Mike Genesereth, Nicola Guarino, Ed Hovy, Fritz Lehmann, John
McCarthy, Michael McCord, Robert Meersman, Julius Moravcsik, Mary Neff,
Paula Newman, Paul Rosenbloom, Peter Simons, Doug Skuce, Cora Sowa, and
Wlodek Zadrozny. Finally, I thank the editors and staff of Brooks/Cole for their
patience in waiting for this book to be finished in December for more Decembers
than I would like to admit.

John E Sowa
Croton-on-Hudson, New York
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CHAPTER ONE

Logic

>

The very first lesson that we have a right to demand that logic shall teach
us is, how to make our ideas clear; and a most important one it is,
depreciated only by minds who stand in need of ir. To know what we
think, to be masters of our own meaning, will make a solid foundation for
great and weighty thoughr.

CHARLES SANDERS PEIRCE, ‘“How to Make Our Ideas Clear”

1.1 Historical Background

The words knowledge and representation have provoked philosophical controversies
for over two and a half millennia. In the fifth century B.C., Socrates stirred up some
of the deepest controversies by claiming to know very little, if anything. By his
relentless questioning, he destroyed the smug self-satisfaction of people who claimed
to have knowledge of fundamental subjects like Truth, Beauty, Virtue, and Justice.
By recreating Socrates’ dialectical process of questioning, his student Plato estab-
lished the subject of episterology — the study of the nature of knowledge and its,
justification. Epistemology, in those days, was literally a matter of life and death. For
his alleged impiety in questioning cherished beliefs, Socrates was condemned to
death as a corrupter of the morals of Athenian youth.

TermINOLOGY. Plato’s student Aristotle shifted the emphasis of philosophy
from the nature of knowledge to the less controversial, but more practical problem
of representing knowledge. His monumental life’s work resulted in an encyclopedic
compilation of the knowledge of his day. But before he could compile that knowl-
edge, Aristotle had to invent the words for representing it. He established the initial
terminology and defined the scope of logic, physics, metaphysics, biology, psychol-
ogy, linguistics, politics, ethics, rhetoric, and economics. For all those fields, the
terms that he either coined or adopted have become the core of today’s international
technical vocabulary. Some of them, such as cazegory, metaphor, and bypothesis, are
direct borrowings from Aristotle’s Greek. Others, such as quantity, quality, genus,

1§



2 > CHAPTER ONE LOGIC

species, noun, verb, subject, and predicate, are borrowings of Latin words that were
coined for the purpose of translating the Greek. The English word gquality, for
example, comes from Cicero’s word qualitas. Cicero explained that he coined the
word as a translation of the Greek poiotes (what-kind-ness), which “among the
Greeks is not a word of the common people, but of the philosophers” (Academicae
Quaestiones 1, 6, 24). Today Aristotle’s words have been so thoroughly absorbed
into English that cazegory is a common term on TV quiz shows and guality is more
often used by salesmen than by philosophers.

SyLLoGisMs. Besides his systematic terminology for representing knowledge,
Aristotle developed logic as a precise method for reasoning about knowledge. He
invented the syllogism as a three-part pattern for representing a logical deduction.
Following is an example of a syllogism taken from Aristotle’s Posterior Analytics

(98b5):

If all broad-leafed plants are deciduous,
and all vines are broad-leafed plants,
then all vines are deciduous.

The basic pattern of a syllogism combines two premises to derive a conclusion. In
this example, “all broad-leafed plants are deciduous” is called the major premise; “all
vines are broad-leafed plants” is called the minor premise; and “all vines are decidu-
ous” is the conclusion. Although this example uses words in a natural language,
Aristotle presented most of his syllogisms in a highly formalized style, as in the
following quotation from the Prior Analytics (25b38):

For if A is predicated of every B and B of every C, it is necessary for A to be
predicated of every C (for it was stated earlier what we mean by the words of
every [kata pantos]). Similarly, if A is predicated of no B, and B of every C, it
is necessary that A will apply to no C.

With his patterns for syllogisms, Aristotle introduced the first use of variables in
history. But he did much more than give a few examples. He presented many pages
of systematic analyses with formal rules of inference — rules for converting one
pattern into another while preserving truth. In the above quotation, Aristotle used
terms like kata pantos in a technical sense, which he had to explain even for native
speakers. Modern symbolic logic uses symbols like V instead of words like kata
pantos, but many programming languages and rule-based expert systems still follow
Aristotle’s practice of using stylized natural language with variables.

Scuorastic Locic. The medieval Scholastics named and classified Aris-
totle’s syllogisms to make them easier to remember. They assigned the vowels A, 1,
E, and O to the four basic types of propositions:



