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Abstract

Global optimization porblems abound in economic modeling,
finance, networks and transportation, databases, chip design, im- -
_ age processing, chemical engineering design and control, molecular
biology, and euvironmental engineering. Since there exist multiple
local optima that differ from the global solutic;n, and the traditional
minimization techniques for nonlinear prograinming are devised for
obtaining local optimal solutions, they can not be used smoothly
to solve the global optimization problems. During the past several
decades, great development has been obtained in the theoretical
and algorithmic aspects of global optimization due to the impor-
tant practical applications. These developed approaches mainly
consist of two categories: deterministric approaches and stochastic
approaches.

In this thesis, several deterministic approaches of global opti-
mization problems are developed. In chapter 1, a brief introduction
is given to the exist'ing main classes of deterministic global opti-

mization approaches. In chapter 2, some convexification and con-
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cavification methods are given for some kinds of global optimization
problems with special structures. Then these global optimization
problems can be converted into equivalent convex programming
problems or concave minimization problems or reverse convex pro-
gramming problems or D.C. programming probiems. Since any
local minimum of a convex programming problem is a global min-
imum, if a programming problem can be couverted into an equiv-
alent convex programming problem (which is called a hidden con-
vex programining problem), then a local minimization technique
can be used to obtained the global optimal solution of the primal
problem. Today there arc many relatively mature global optimiza-
tion appreoaches for concave minimization problems, reverse convex
programming problems and D.C. pregramming problems such as
outer approximatation method, branch and bounded method, ect..
Thus, if a prografmuning problem can be converted into an equiva~
lent concave minimization or reverse convex programming problemn
or D.C. programining problem, tben its global minimum or approx-
iamte glebal minimum can be obtained by solving the converted
structured problems. chapter 2 is organized as follows, A general
convexification and concavification method are presented in sec-
ticn 2.2 for strictly monotone functions, then a strictly monotone

nonlinear programming problem can be converted into an equiva-
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lent concave minimization or reverse convex programing problein
or D.C, programming problem( generally, it can not be converted
into an equivalent convex programming problem). In section 2.3,
a general conveification and concavification method fof the objec-
tive function in a programining problem with certain monotonicity
for coustraints and nonmonotone objective function are presented.
By tbe proposed transformation meihods, a programming problem
vrith monotone constraints and nonmonotone objective function
programming problem can be directly converted into an equiva-
lent concave minimization or reverse convex programing problem
or D.C. programming problem(gencrally, it can not be converted
into an equivalent convex prograinming problem). In section 2.4,
by tbe convexification of some kinds of nonconvex functions, firstly
some sufficient coditions that assure a nonconvex function( not nec-
essarily to be monotone) can be converted into a convex function
are presented. This kind of functions are said to be hidden convex
functions. The relationships among some kinds of convexities are
discussed. Then, some sufficient coditions that assure a nonconvex
programming problem can be converted into an eguivalent convex
programming problem are proposed. This kind of programming
problems are said to be hidden convex programming problems.

Futhermore, some sufficient conditions that assure a quadratic pro-
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gramming problem is a hidden convex programming problem are
derived. In particular, sufficient conditions which can be directly
verified by the cocflicients is proposed for somne special quadratic
programming problems. Finally, the probability of a special kind of
quadratic programuning porblems with single constraint and only
one variable being a hidden convex programming problem is dis-
cussed. The obtained probability shows a high possibility of oceur-
rence that this special kind of quadratic programming porblem is
a hidden convex programming porblem in nonconvex situations. !
In chapter 3, some new global oprimization approaches for gen-
“eral unconstraint global aptimization problems are presented. The
common feature of these approaches is that firstly 4 modified fune-
tion is constructed by using the known local minimum z* and lo-
cal minimization search is implemented to the modified functiou,
if £* is not a global minimurmn, then a better point can be ob-
tained (“better” means that the primal objective function value
of this poiﬁt is legs than that of =™ ), next, a better local mini-
mumn can be obtained by implementing Jocal minimization search
to the primal problem starting from the better point, finally a
global minimum or a approximate global minithum canh be ob-
tained. chapter 3 is organized as follows. In Section 3.2, firstly

a new definition about filled function is given and some filled fune-
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tions satisfying the given new definition is presented, then a new
filled funetion method for selving unconstrained global optimiza-
tion problems is proposed, and furthermore an improved mncthod
of the new filled function method is proposed, which is called the
quasi-filled function method. In section 3.3, a new modified func-
tion named stationary-point function is proposed. and then a new
global optimization method named the stationary-point function
method is presented by using the proposed stationary-point func-
tion. Furthermore, an improved mecthod of the s-tationar.\'-point.
function method named quasi-stationary point function method is
proposed. The numerical examples in the end of section 3.2 and

3.3 show that thesc proposed algorithms are applicable.
Key words: global optimization, convexification, concavification.

hidden convex programming problem, filled function, stationary-point

function
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