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A Feature Extraction Method Based on Phase
Information for Face Recognition

Chen Cunjian

School of Information Science and Technology, Southwest Jiaotong University,
Chengdu, 610031, China

Abstract: The illumination changes are one of the main limitations on the applications of facial recognition
techniques because the performance can be severely degraded by the illumination interference due to the self
shadowing and specular reflections. In this paper, a new illumination invariant face recognition method is
proposed to cope with the challenge of illumination variations based on Pphase information. It is developed on a
recent method called phase congruency, which can extract the illumination free features regardless of its image
intensity and contrast. Experiments using CMU-PIE face database with small training samples have shown that
the proposed method outperforms the tradition PCA and Eigenphase method.

Keywords: Face recognition, feature extraction, phase congruency, PCA, Eigenphase
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1 Introduction

Face recognition has been an active research area in the past two decades, arising from the
demand of surveillance, access control, and so on. As far, face recognition performs well under
controlled environment, in other words, that target is presented with frontal view, normal
illumination, and slight pose change. Under such conditions, the recognition performance can
achieve as high as 99%. However when it is exposed to complex scenario with respect to
illumination, expression, and pose variation, the recognition accuracy can decrease sharply H2)- 1y
an attempt to eliminate the impact of illumination changes, Fisherface!"®! and 3D linear subspace!'¥
are proposed which are proved to be effective. However, the limitation is that those algorithms
often require more training images to eliminate the variation of faces caused by the illumination
changes. Besides, the 3D algorithm is a little complex to implement. Those algorithms are
generally operate in the space domain.

Recently, many attentions have been paid to the frequency domain where a face image can be
represented either as magnitude or phase spectrum. It is proved that phase spectrum can not only
enhance the performance of speech recognition !, but also improve the recognition accuracy of
faces under various illumination changes ] However, PCA performed in the whole frequency
domain gains no advantage over PCA in the spatial domain in terms of the relationship between
the eigenvectors in frequency domain and spatial domain '®'. It is reasonable to build model of
phase spectrum by reconstructing the phase information. As a consequence, such kind of structural
model likely yields an effective method which can eliminate the impact brought by illumination.
However, partial information will be lost in the reconstruction of phase image. We proceed to the

3



adoption of algorithm which can capture the phase image without reconstruction process.

Phase congruency .7 js a dimensionless quantity that is invariant with respect to image
intensity change and contrast. As a substitute of gradient-based feature detector, such
characteristic could be applied to any image to preserve the feature points regardless of its
magnification and illumination. Compared with edge-map based face recognition methods, such as
Eigenedge or Eigenhill 8 that need to set a predefined threshold, the extraction of edges and
corners using phase congruency without threshold is a promising favorable choice. Previous work
on iris recognition 19101 hag already demonstrated the effectiveness of the phase congruency in
segmentation and feature extraction. In L5 1k phase congruency is combined with gabor wavelets
to detect the salient local features in face recognition to reduce the high dimensions. We argue that
the extraction of illumination free features by phase congruency is much better than the
Eigenphase, as the proposed algorithm contains more information which can facilitate the
recognition process without reconstruction. First, the image is computed by phase congruency
based on log gabor filters to extract the illumination robust features. Then, the PCA is adopted to
reduce the feature dimensions before being forwarded to a classifier using Euclidean distance. Our
focus lies in the application of phase congruency in the extraction of illumination invariant
features for face recognition.

The remainder of our paper is arranged as follows, section 2 describes the related work. The
proposed new algorithm is detail illustrated in section 3. Following experiment is shown in section
4. Finally, conclusion together with future investigation is drawn in section 5.

2 Related Works

2.1 The Phase-only Reconstruction

Given a face image and its Fourier representation,
A(x) = A(x) | exp(i * ¢(x)) )]

where A(x) is the magnitude spectrum, and ¢(x) is the phase spectrum. By setting |A(x)l to unit 1,
A(x) is represented as phase only,

A(x) = exp(i * ¢(x)) )
Then by inverse Fourier transform of A(x),
Agppr (x) = IFFT (A(x)) 3)

Thus we get the reconstruction result exclusively obtained from the phase spectrum. As we stated
before, the phase information contains more features which could be utilized to model the feature
representation. To demonstrate the effectiveness of phase information, we reconstruct the image
by using magnitude and phase information, respectively. This can be evidenced in the [Fig. 1]. The

Figure 1 The top two images is the pair for phase reconstruction and the bottom two images is the pair for
magnitude reconstruction



reconstructed image using phase contains origin structure. In contrast, the image which is
reconstructed by magnitude loses the big picture. Moreover, the phase information is also a good
candidate for the illumination robust feature extraction. We will present the ideas in the later
experiment analysis.

2.2 Eigenphase

M. Savvieds et.al.”® propose a new algorithm called eigenphase utilizing the phase spectrum
with the aim of extracting illumination free features. First they constructed the phase-only
representation image using the equation (1) and (2). And after the extraction of the desired features,
tradition PCA technology is applied on the reconstructed image. The main different between the
Eigenphase and Eigenface is the obtaining of covariance matrix.

N
cov, = Y {(x-m}H{(x—m)}' @)
i=1
N
COVy =3 {Fppr (x=m)}{ Fppr (x—m)}’ 5)

i=1
Where COV; and COV; represent the covariance matrix in the space and frequency domain
respectively. The Fppr is the Fourier basic vectors used to transform the x. And the relationship
between the eigenvector in space and frequency domain is as follows,
_ 1
Vs = Fprrvy 6)
Where v; refers to the eigenvector in the space domain and vyin the frequency domain.

3 Proposed Algorithm
3.1 Phase Congruency and Local Energy Model

Morrone et al " first define the phase congruency function in terms of Fourier series
expansion at location x.

cos(#, (x) — P(x))
PC(x) = max ,vye(0,27] Z" A Z¢Anx x @)

Where A, represents the nth amplitude of Fourier component, ¢,(x) is the corresponding local
phase at x, and 5 (x) is the amplitude weighted mean local phase angle of the whole flourier

terms at the corresponding location. PC(x) aims to find a @#(x) which can maximize itself.

As it denotes, PC (x) is really an awkward quantity to calculate. Alternatively, Venkatesh and
Owens ! shows that phase congruency can be found through the searching of the local energy
peak. '

E(x)=yHx)* +1(x)? 8)

Where H (x) is the Hilbert transform of 7 (x), i.e. H (x) is the 90° phase shift of 7 (x). As it can be
deferred from the figure, E (x) equals to the PC (x) scaled by the sum of whole frequent
components.

E(x)=} A, (x)PC(x) ©
E(x) can be calculated by convolving with even and odd filters.

3.2 The New measure of Phase Congruency
In this section, we will use the 2D log-gabor filter to compute the phase congruency.
Logarithm gabor function, suggested by Field !, it comprises two components, namely the radial

filter component and angular filter component.
The radial filter:



(10)

—(lg(wl®,))*
S = OV 0
(w) exp( e a,)’ J

where @, is the filter’s center frequency. To obtain the constant-shape ratio filters the term
k /@, must also held to be constant for varying @, .
The angular filter:
_(—6-8)°
S(9)—exp[mz—] (11)
Where 6, denotes the orientation, A is the orientation spacing between filters, and T is the
scaling factor.

e
S0

Similarly, let I denote the image signal, M and M denote the even-symmetric (cosine)

and old-symmetric (sine) at scale S and orientation O respectively.

e, (x)=1(x)*M;, (12)
0,,(x)=1(x)*M3, (13)
Ay, (X) = e, (x)? +0,,(x) (14)
And its phase is calculated by
@, (x) =atan2(e,, (x),0,,(x)) . (15)

The sum of all frequency amplitude is got by

33 A, (0= Y e, (07 +e,(x)? (16)

Due to the insensitivity measuring of the phase congruency using the cosine of phase
deviation, P.Kovesi”' develop a more sensitive measure making use of the sine of the phase
deviation according to the fact that the cosine of the phase deviation should be large and the sine
phase deviation should be small. Therefore, the new calculation of phase congruency based on a
more sensitive deviation function is as follow,

Ad,, (x) = cos(g,, (x) =, ()= sin(@,, (1) = B, (1)) | 17
With the help of the new deviation function, the new phase congruency can be defined as,
3.2 W, ()1 A, ()M, (0)-T, |

> A+e

where £ has the same function as before, W, (x) is the weighting factor. T is the estimated noise
influence threshold when necessary.
Now the mean phase angle at direction O can be estimated by a unit vector,

PC,(x)= (18)

- = 1
2,(x), 8, (x)) = (F (x), H(x)) (19)
< ) JEF@? +Hx)?)

Using the dot and cross products, one can form the equation as follows,

A, (X)(cos(@, (x) — P(x))— | sin(@, (x) —p(x)) |) =
(6, ()., (X)+0,(0)8,(x))—| €,(x).8,(x) ~ 0, ()8, (x)
Viewing from the Figure 2, it is supposed that the phase congruency preserves more
information by directly applying on the original image instead of the operation on the

reconstructed image. Evidently, the latter operation result seems to be blurred. Later we will give
the experiment result to support our finding.

(20)



Figure 2 Lleft column phase congruency on original image. Right column phase congruency effect on
reconstructed image

3.3 Log-Gabor Based Matching

We select 4 scales and 6 orientations of log-Gabor filters for the magnitude component
representation. Each scale and orientation characterizes different features of origin image in the
spatial domain.

BrE
;_Qﬁj:‘.,"f:

Y )

7‘*‘-7"“ .‘ i R T \ "j‘«
e L N - 5 £l
gy A RO A

Figure 3 Magnitude representation of log gabor transformed images

4 Experiments

In order to evaluate which algorithm is much more robust under extreme lighting conditions,
CMU-PIE face database is a preferable choice ') which has different lighting conditions. In our
approach, we select 30 persons. Each person is comprised of 21 training images captured by 21
different lighting sources with background light off.

3 4 5 6 i
8 9 10 11 12 13 14
15 16 17 18 19 20 21

Figure 4 21 samples from the CMU-PIE face database. Index number representing different
lighting condition which is consistent in the following training sets




We plan to conduct 10 sub experiments similar to [6]. Roughly, the sub experiments can be
categorized into two types. One is images containing extreme light and another is images
containing neutral light. 3 images are chosen to train (see table 1). Test images are selected from
index 1, with incremental 3. Actually, the training procedure generally carries out on neutral
lighting and test in the real environment which always exposes to extreme lighting, so the latter
category is more likely to be the resemblance of real situation.

We compare tradition PCA, Eigenphase, phase congruency with and without the adoption of
phase reconstruction, aiming to provide a detail look at which is much superior in the presence of
illumination conditions.

Through our investigation, applying PCA on phase congruency after the extraction of phase
information may not provide better results than the former. In addition, we also provide the
evidence that taking the fusion image could produce better results than without fusion
pre-processed. In real- time situation, test generally carried out in various lighting conditions while
training is on room environment condition like sub experiment 6, 7, 8, 9, 10. Even though, the new
proposed algorithm still achieves more than 90% except the experiment 7.

Table 1 Categorization of two training datasets: one is under extreme condition, another is neutral one

Index number
(total 21 images)
3,7,16
1, 10, 16
2,7,16
4,7,13
3,10, 16
3, 16,20
7,10, 19
6,7,8
8,9, 10
18, 19, 20

Sub experiment

Extreme lighting
conditions

Neutral lighting conditions

olo|w|la|lu|s|lw|N|~

—
o

Phase congruency, as well as Eigenphase, is an effective approach in eliminating lighting
condition. But according to our investigation, it is not recommended to use phase congruency after
phase reconstruction. During the reconstruction procedure, part of the information is lost, although
the lost information may contribute to the promotion of the recognition rate in Eigenphase
approach. It is not the same case as in phase congruency which operates on the whole image. Soit
is better to directly apply the phase congruency.

1.04 T T T
b
0.91 ]
<
% 08, S
go07p .
"8
=
8 0.6 .
= —e—cigenphase
05k |——pca I i
: —e—proposed algorithm
—ea—phcong without pca
0.4 s

I 2 A B & o 1
sub experiment index

Figure 5 Comparison result shows above with the selection of twenty eigenfaces in each sub
experiment. Phcong term is short for phase congruency

5 Conclusions

In this paper, we introduce a face recognition method based on 2D phase congruency, which
is robust against the presence of illumination changes. We show that the phase information is
useful to cope with the variations caused by illumination. Experiments on CMU-PIE face database

8



demonstrate our assumptions. Future work will be extended to tackle pose variation and
expression changes. It is also noticed that the suitable preprocessing step might contribute the final
performance.
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