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Abstract: In radar HRRP target recognition. the quality and quantity of Discriminant Information (DI), which
one is more important? Accompanied with this issue. the paper proceeds to delve into DI analysis, and
accordingly. three fundamental DI extraction models are proposed, i.e.. PGA, PIB and AIB. Among these
models, PIB and AIB both aim to obtain Between-class DI (B-DI) from individual standpoints while PGA
obtains Among-class DI (A-DI) from a general viewpoint; PGA and PIB are both used for passive recognition
while AIB for active recognition. In order to externalize these models, we conduct Generalized Discriminant
Analysis (GDA) into them, and two GDA variations come forth, i.e., PIB-based GDA (PIB-GDA) and AIB-
based GDA (AIB-GDA). Theoretical analyses and experimental results indicate as follows. Firstly, although
PGA prevails in pattern recognition. but the implementation prospect is hardly optimistic on account of the
weak anti-fading ability of A-DI. Compared with PGA. PIB and AIB are both more suitable to multi-class
discrimination due to the relative stability of B-DI. Secondly. in general, PIB-GDA is inferior to AIB-GDA but
superior to GDA to many challenges, such as computational efficiency, target quantity, aspect and sample
variation, noise disturbance, etc.

Key-Words: discriminant information, feature extraction, target recognition, generalized discriminant analysis.

1 Introduction we are usually subject to many statistical FEMs but
neglect the DI components they aim for, and as a
result. the thought of DI analysis is seldom accorded
due respect from HRRP-based Radar Automatic Ta-
rget Recognition (RATR) communities.

A raw HRRP is the amplitude of the coherent
summations of the complex time returns from target
scatters in each range resolution cell, which repre-
sents the projection of the complex returned echoes
from the target scattering centers onto the radar Line
Of Sight (LOS). Among several kinds of wideband
radar target signatures, HRRP is a promising signat-
ure and easier to be acquired, but highly sensitive to
time-shift and target-aspect variation, so how to ext-
ract robust and effective feature from it becomes a
key problem in HRRP-based RATR. During past
years, many RATR communities confirmed that raw

Mathematical speaking. mutual information (MI) re-
presents the reduction of uncertainty in one random
variable when the value of another related random
variable is known, so it can expose a dependency
between two random variables even when that depe-
ndency is nonlinear [1]. As a fundamental concept
of information theory, MI always appears in pattern
recognition for feature extraction [2]-[4]. whereas it
is impractical to calculate MI in high dimensions
due to the unfeasible number of samples and long
operating time [5], [6]. In order to avoid this comp-
lex time-consuming process, a simple concept, nam-
ely, Discriminant Information (DI), is proposed for
radar HRRP target recognition, here DI is defined as
the information which can denote part of its class’

characters and can be used to discriminate its class : _
from others. The essence of DI analysis is to select HRRP contains some target structure signatures, su-

and utilize special DI components via applying a ch as scatter distribution, size, etc [7]-[10], and acc-
certain Feature Extraction Method (FEM). thereby 01.‘dmgly, a nu.mber of pretreatment methods, such as
obtaining the related Feature Templates (FTs) which discrete Fourier transform [11], wavel.et t.ransfor.m
contain the appointed DI components. Not only can [12], etc, have been adopted to extract its time-shift
different DI utilizations result in different classify- invariants, such as amplitude, spectra, etc [3], _[4]’
cation performances. but also a proper DI analysis is [8]. [9]. [13]-{17]. as the feat.u're dataset for the disc-
very conducive to feature extraction. Nevertheless riminant analysis and recognition.
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In this paper, we mainly concern with discrimin-

ant analysis. Generally speaking. the chief aim of

discriminant analysis is to obtain the FTs which co-
ntain DI as much as possible. and synchronously, to
adjust the recognition speed as per the practical de-
mand. There are multifarious FEMs for discriminant
analysis [3], [4]. [8], [9], [13]-[33]. As the traditi-
onal decomposition methods. Principal Component
Analysis (PCA) and Kernel PCA (KPCA) always
appear in pattern recognition [18]—[21]. but both ob-
tain feature information from an energy viewpoint
instead of DI, so they overlook the redundancy info-
rmation in principal components. As the classical
discriminant methods, Linear Discriminant Analysis
(LDA) and kernel Generalized Discriminant Analy-
sis (GDA) have been widely applied for feature ext-
raction and dimensionality reduction [22]-[26], but
both are prevalently designed to obtain Among-class
DI (A-DI) at the expense of Between-class DI (B-
DI), thereby losing the relative DI components bet-
ween two random targets and resulting in a dissat-
isfied classification performance sometimes.

Therefore, DI continually decreases along the
whole feature extraction process. In raw data prepr-
ocess, we can obtain the time-shift invariant DI but
abandon the useful DI in variant components. In dis-
criminant analysis process, we prefer to A-DI while
A-DI is only one subset of DI. Furthermore, differ-
ent DI components always have different stabilities
of information content, and different FEMs usually
have different abilities of DI extraction. When the
number of classes is increasing. some DI compone-
nts, such as B-DI. can keep relatively stable. while
others, such as A-DI. lessen sharply. Even to an exc-
ellent FEM which can almost make full use of a cer-
tain DI component, if this component only occupies
slight part of DI, the recognition still dissatisfies us,
so rational selection and utilization of DI is vital in
radar HRRP target recognition. Usually. different r-
ecognition styles may lead to different DI selections
and utilizations., but we are accustomed to carrying
out a recognition process from the standpoint of a
certain spectator who seems “out of this collective-
ity”. We define this recognition style as passive rec-
ognition. Admittedly, passive recognition suffers fr-
om partial loss of B-DI. In order to obtain more B-
DI, a new recognition style called active recognition
is proposed in which each class is personified to pe-
rform recognizing behavior on behalf of her related
target [34].

All in all, DI is the most important factor which
directly determines the final recognition result, nev-
ertheless it is always neglected by the fact that it has
categories and each category has limited capacity. In
this paper, sorted by DI extraction area, DI selection
standpoint and recognition style. there are three
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proposed DI extraction models, i.e., PGA, PIB and
AIB'. Due to the huge storage requirement and com-
putation burden in radar HRRP target recognition,
some computational analysis is provided in the exp-
eriment. Additionally, topological diagram is adop-
ted for DI analysis [35], and 1-NN ruler is applied
for template match [29].

The rest is organized as follows. In Section 2. we
proceed to delve into DI analysis, and three fundam-
ental DI extraction models are proposed, i.e., PGA,
PIB and AIB. In Section 3, we conduct GDA into
the models and two GDA variations come forth, i.e.,
PIB-based GDA (PIB-GDA) and AlIB-based GDA
(AIB-GDA). In Section 4, three recognition proce-
sses are designed corresponding to the three DI extr-
action models. In Section 5, a seven-simulated-plane
system and a three-measured-plane system are offe-
red to evaluate the performances. Finally, some con-
clusions are made in Section 6.

2 Discriminant Information Analysis

Throughout this paper, we assume that the given
training HRRP space {X]x,,i:hl--'M} with M
HRRPs, and each HRRP is represented as a » -
dimensional real column vector. Let g be the total
number of classes, m, be the £" class’ HRRP
number, X;1x;1,.j=1,2,---m: denote the f”‘ class’
HRRP subset, and m be the HRRP number vector,

g
thus we have m = [m, m, mx:l, M :z e

and X:[X; X, Xy_'. The details of HRRP da-
tasets for experiments are offered in Section 5. All
the implementations were based on MATLAB 7.1
and performed on a 3.06-GHz Pentium(R)-4 mach-
ine which runs Windows XP operation system and
has 1-GB EMS memory.

When a process is difficult to understand but can
be vividly described by a function, note that this
function can’t be used for calculation. so we define
it as the abstract function of this process. When an
algorithm needs many complicated formulas to
demonstrate its calculation process, usually, a single
function can be used to represent that algorithm, and
we define it as synthesis function of that algorithm.

I PGA is defined as the DI extraction mode! in which A-DI is
extracted from a general viewpoint and used for passive
recognition. PIB is defined as the DI extraction model in which
B-DI is extracted from the standpoints of individual classes and
used for passive recognition. AIB is defined as the DI extraction
model in which B-DI is also extracted from the standpoints of
individual classes but used for active recognition.

6
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2.1 Definition and Analysis

HRRP feature information is defined as the inform-
ation that is contained in HRRPs and can be used to
describe the characters of its related class. including.
but not limited to. size and scatter distribution. Acc-
ording to the definition, DI can be considered as a
subset of feature information, and doesn’t include
noise and other useless or harmful information.

2.1.1 Components of DI

In this paper, a simple DI structure is presented in
which three fundamental components. i.e., absolute.
relative and futile components, are defined accord-
ing to their different discriminant abilities. Given a
system with g classes, absolute DI component is
this kind of DI which belongs to only one class, and
can be used to discriminate its related class from all
the others, while futile DI component belongs to all
the classes, and can’t be used to discriminate any
class from others. Relative component is defined as
the rest which excludes the absolute and futile com-
ponents. Let G,, G, ., G;. and G, .. respectively.
denote class & s DI aggregate and hel absolute, fut-
ile and relatlve components, thus they are given by

G, =G, _U,E/»K‘N(GJ ﬂG/)
Gy, = /G ‘)
G, =G, —(Gu UG!":):U,e/)(A )
(6=1.2.-.g)
where G, . is class ; s relative DI component

obtained from class ¥ 's standpoint.
a subset function for class selecting.

and D(£.g) is
They are given

by
G, y=¢
G,. = 5 :
=G -G, —((’; NG.) reD(sg) (2)
D(5.g)={L2E-LE+ g —lg)
(£=1.2.g)

For example, as shown in Fig. 1 (a, b), there are
two topological diagrams to demonstrate the DI
components of a three-class system. From Fig. 1 (a).
we can discern the absolute. relative and futile DI
components clearly. Due to the close-set property
between class 2 and 3, compared with G. (G, ,
their absolute and relative DI components, i.e.. G,
G, .5, G,; and G, ,,. are all relatively small. Wh]Ch

a.

can apparently increase the recognition difficulty
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between class 2 and 3. Let’s consider the DI comp-
onents from class 1°s standpoint. As shown in Fig. 1
(b). the absolute and relative components, i.e., G, ,
and G, . are both beneficial to her discrimination,
while the futile component G, is useless to her dis-
crimination. If class 1’s feature information contains
the element of G ,. G,, or G,(G, -G, ,, obvio-
usly, it is harmful to her discrimination, so we called
it bad DI component from class 1’s standpoint.

2.1.2 Types of DI

On account of different roles in application, there
are two fundamental DI types, i.e., A-DI and B-DI.
A-DI is defined as the DI subset which can be used
to discriminate its related class from all the others,
while B-DI is defined as the DI subset which can be
used to discriminate its related class from at least
one of the others, that is,

J(J\ :

1 B.S _G U(I Ukel,)(;g)GB-M . (3)
(£=12..g)

where G, , denotes class £ ’s A-DI, Gy, denotes

class &£ ’s B DI. and Gj ., denotes class § s B-DI

subset from the standpomt of class y, which is
given by
Gy ¢ y=¢
Gg.\,=9 . /. . 4
G;—((r;ﬂGy) yeD({.g)- (4)

Hence we can conclude that, in mathematics, one
class® B-DI obtained from her own standpoint is eq-
uivalent to the union obtained from the standpoints
of all other individuals. As indicated by (3), since
A-DI is equal to absolute DI component, B-DI can
be considered as the union of A-DI and relative DI
component. Actually, A-DI is the most usable DI.
which always receives intensity attention from
HRRP-based RATA communities [17]-[23], [29].
[38]. Compared with A-DI, the relative DI compo-
nent can’t be used to discriminate its class from all
the others, but at least, it can be used to discriminate
its related class from one of the others. As a result, it
decreases the quantity of discriminant classes in
some sense, and reduces the recognition difficulty to

some extent, so it is also beneficial to discrimination.

Furthermore, as analyzed in Section 5.2.1, making
use of B-DI doesn’t increase, or acceptably increa-
ses, or even decreases the storage requirement and
computation burden.
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Fig. 1: Using topological diagrams to demonstrate the DI components of a 3-class system. (a) DI components
of three classes in theory. (b) DI components of class 1 in theory. (c) PGA: class 1’s theoretical A-DI from a

general viewpoint.

(d) PGA: class 1°s practical DI components from a general viewpoint.

(e) PIB or AIB:

class 1°s theoretical B-DI from class 1’s standpoint. (f) PIB or AIB: class 1°s practical DI components from
class 1’s standpoint. (g) AIB: class 2°s theoretical B-DI from class 1°s standpoint. (h) AIB: class 2’s practical

DI components from class 1's standpoint.

(Practical DI components denote the DI components which are

obtained by a certain FEM. These sketch maps are just used to demonstrate DI analysis, and aren’t obtained

from the measured or simulated experiments.)

2.1.3 Extraction of DI

Compared with MI that can be obtained via calcula-
ting probability density. differential entropy and ot-
her related parameters [1]-[6]. it is difficult to obt-
ain a certain pure DI component from original data-
set, but some FEMs can be designed to obtain the
special FTs which contain the appointed DI comp-
onents, and therefore, their abilities of DI extraction
can be estimated by the recognition performance.
Nevertheless. from the viewpoint of statistics. it is
impossible or impractical for a certain FEM to obt-
ain the FTs which contain the whole selected DI co-
mponents, and moreover. it is reasonable for the FTs
containing other DI components. or even other use-
less or harmful information, so an abstract function
for DI extraction can be defined by

JV{Ga..f‘@L:’@l.;'();‘ :.H :\'RU(X;‘(;M_ )
0., <G, (r=arf) ’ (

:1‘2__g)

N
—

(

i
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where R" (X .G,, . ) denotes an abstract function
for FEM ® to obtam class £ ’s DI components
corresponding to a given DI extraction model ¢ .
Q) denotes the DI tvpe. such as A-DI and B-DI, and
{0,..0, . NCI 0. {,, is defined as the information

aggjregate in class % 's FTs, here ©,,, O, ,, O,
and O, , respectively, denote absolute relatwe fut-

ile DI components and other information obtained
by FEM R . Note that, by (5), FEM R aims to class

£ ’s theoretical G . but in practice it obtains
[0,..0,..0, .

Ol

2.2 DI Extraction Models

Based on the analysis above, we can find that, more
DI components may lead to more DI extraction area.
and better FEM for a certain DI component can
obtain more DI of this kind. So there are two main
aspects to deal with it, that is to say. by what model
to design DI extraction, and by which FEM to
externalize the model. In this subsection, we mainly
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Table 1. Abbreviative notations of three DI extract-
ion models
abbreviative  recognition selection extraction
notation style standpoint area
PGA passive general A-DI
PIB passive individual B-DI
AlB active individual B-DI

concern with the models, and their actualizations are
offered in Section 3. According to various DI extra-
ction areas and selection standpoints, there are three
fundamental DI extraction models, i.e.. PGA. PIB
and AIB, here the DI extraction area is defined as
the total scale of the selected DI components that
the model aims to obtain. Showing in Table 1 is the
three abbreviative notations corresponding to the
three DI extraction models, which are sorted by DI
extraction area, DI selection standpoint and recog-
nition style.

2.2.1 PGA

PGA is defined as the DI extraction model in which
A-DI is extracted from a general viewpoint of colle-
ctivity and used for passive recognition. According
to (5), its abstract DI extraction function is

{®a.:*®r.:°®f.:-():}w = (X:.G“)
(£=122)

where @igf denotes class & s practical A-DI
extracted by FEM R . For example, there are two
sketch maps for PGA in Fig. 2 (¢, d), from which
class 1’s theoretical A-DI and practical DI compo-
nents are demonstrated, respectively. by two topolo-
gical diagrams.

One view worth pointing out is that. PGA prev-
ails in statistical pattern recognition despite the ine-
fficiency of DI extraction and utilization innately
exiting in it. With respect to the FTs extracted by a
FEM under certain global optimization criterion, th-
ey can be statistically discriminated on each project-
tion axis of feature extraction [28]. [29]. so from the
viewpoint of statistics, each single value in them can
be used to discriminate its class from all the others.
According to Section 2.1.2, the value contains the
element of A-DI. and the FTs contain the practical
A-DI. During past years, there were many statistical
FEMs proposed for A-DI extraction by PGA mode.
such as LDA. GDA. the Direct-LDA (DLDA). the
Modified GDA (MGDA). the Kernel Direct Discri-
minant Analysis (KDDA). etc [2]. [5]. [17]. [22
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[27]. Even though these FEMs have been proven
successful in many applications, their usages are
still a bit inanimate, that is, the prevalent applica-
tions of them were usually designed to obtain the A-
DI among all classes while neglecting the B-DI
between two random classes, thereby potentially
losing the relative DI components and possibly resu-
[ting in a dissatisfied recognition performance.

Another view worth emphasizing is that, PGA is
crag-fast in multi-target recognition. Although PGA
originally aims to solve a multi-class discriminant
problem, but with the number of classes increasing,
the content of A-DI reduces urgently in theory, ther-
eby sharply increasing the difficulty and uncertain-
ness of information extraction in practice. The detai-
led analysis is offered in Section 2.3 by a simple
mathematical model.

2.2.2 PIB

Admittedly, A-DI can be used to discriminant one
class from all the others, but it only occupies part of
DI, and can be considered as a subset of B-DI, so
making use of B-DI may perform better than A-DI
does. In order to obtain B-DI. a new DI extraction
model called PIB is proposed in which each class’
B-DI is selected from her own standpoint and also
used for passive recognition. The abstract DI extrac-
tion function is given by

ﬂ@ 0,,.0,,.0,|

e =(e, U0, )G, (7
(}/21.2.'--,g)

= 9{:18 (X: N GB,,’“.;.‘ ) Sté = /1/

where @P”? denotes class y ’s practical B-DI obta-
ined by FEM R from her own standpoint. Showing
in Fig. 1 (e, f) are the two sketch maps for PIB, in
which class 1°s theoretical B-DI and practical DI
components are demonstrated by two topological
diagrams respectively.

Although (7) can be considered as an intuitive
notation for PIB in theory, but it is not easy to rea-
lize in application. Since one class’ B-DI obtained
from her own standpoint is equivalent to the union
obtained from the standpoints of all the others, a
variation for PIB is provided by

e .0

[fe..ce... f,uo,} =" (X, G

@B — U PIB
B.y keD(y k,

(SeD(;»zg)-,

UAE/)) g) B,y.k B.;

7:1!‘25“*8’)
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where ©y" . denotes class » s practical B-DI
obtained b\ FEM 9t from class £ s standpoint.

Let’s analyze the DI extraction areas of PGA and
PIB. According to the definitions of A-DI and B-DI,
although the DI extraction area of PIB is larger than
that of PGA, but the quality of PGA’s DI extraction
area is higher than PIB’s. In some sense, the DI
extraction areas of PGA and PIB can be considered
as two different reflections of DI. that is. PGA em-
phasizes the quality while PIB prefers to the size:
PGA emphasizes common differentia among all
classes while PIB prefers to individual differentia
between two random classes.

2.2.3 AIB

Compared with PIB, individual AIB also aims for
B-DI, but all class’™ B-DI is selected from one class’
standpoint and used for active recognition. Here is
the abstract DI extraction function of individual AIB:

@,*;T‘; @*‘B (@ U@ )CGB”V
{0,6,:0,:,.0,...0, | =R"(X.G,, )
o oo FeD(r.g)
621? :(®u_g‘/ U®| £ )C (J‘H,‘
(r=1.2..8). (9)

where @AIB , denotes class £ s practical B-DI
obtained by FEM R from class y °s standpoint. For
example, showing in Fig. 1 (e—h) are the four sketch
maps from class 1’s standpoint. in which class 1 and
class 2°s theoretical and practical DI components
are demonstrated, respectively, by four diagrams.
Let’s consider class £ ’s DI extraction areas from
different individual standpoints. From her own stan-
dpoint, the DI extraction area is G ., while from
class y ’s standpoint, the DI extraction area is Gy , | .
We compare the two areas by B

GB.J.; =Gy, 7=< o
Gy, Gy, }/ED(;"G) .g). (10

so we can find that the DI extraction area of PIB is
larger than that of individual AIB, that is.

AlB 1 PIB
G Gf

By
&

Gyt =\ G, (y=12.--,g). (11)

=1

AlB & N
GBI/ U,.~|GB.I.?

where ;" denotes PIB’s total DI extraction area,
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denotes individual AIB’s total DI extract-
jon area from class ¥ 's standpoint.

An explain to this phenomenon is given as that,
in individual AIB, class y is personified on behalf
of her related class, so there are some individual
bias and selfness inevitably existing in her judgem-
ent [34]. It is reasonable for her to select the B-DI
relating to her class while neglecting the rest. For
example. as shown in Fig. 1 (g), from class 1°s stan-
dpoint. class 2°s B-DI subset Gy, is selected while
Gy,5—G,, is abandoned. In summary, individual
AIB’s DI extraction area is smaller than PIB’s, besi-
des which there are some personal biases in individ-
ual AIB, so by the same FEM, PIB should perform
better than individual AIB does.

Fortunately. not only is AIB designed for indivi-
dual discrimination. but also for global discrimina-
tion. Let’s analyze global AIB’s total DI extraction
area G, by

GQIB:UilG?‘Bk:Ufﬂ( GB”‘)
:Uil(Uf:yGB'-*):U;(Uksm;m B") (12)

~PIB
=0

B

Al
and G,

that is to say further, global AIB is equivalent to
PIB in theory.

3 Comparison of Information Content

As proven above. since global AIB is equivalent to
PIB in theory. we only analyze the change of DI
content in the three models, i.e., PGA, PIB and
individual AIB. Due to the range and diversity of
the targets in real applications, there are many form-
idable obstacles to estimate their DI performances,
but an ideal mathematical model can be designed to
test the general performance. In this paper, a mathe-
matical model is provided in which each class has
the same statistical property and can be considered
as an isotropy subset:

(k:1,2,-~-,g\]
k=1 i
U6 )= pllw ] <ot
t=l -0
ELELE ell2,
L A (13)
and & =&, #--# &

where f(#*) is defined as an abstract function to
obtain the DI content. o denotes the original infor-
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mation content of each class, and o denotes the
utilization rate of DI between two classes.
Under this suppositional model. the content of

G,:. G, and G . can be obtained by
Pac=T(Gus)=pot
Ps:=1(Gy.)=p(1-(1=0)")
Pucy =/ (Cnes) (£=12.--g)
_ p(1-0-0)7)  y=¢
poc reD(£.g)
(14)

where p, ., p,. and pg, ., respectively. denote
the information contentof G, ., Gy, and G, ,

Due to the same mathematlcal ‘model that the
three DI extraction models get involved with. the
influence of the original information content can be
overlooked. Suppose that p is equal to 1. then the
average usable DI contents of the three models can
be estimated by

ae _ 1N -
SETIRL
& k=
I <
,D;IBL:' pmil—(l—()')
k=1
. 1 ] —(1— O’)y-l r — |
p§[|B = pBA ( +£ 0
& k=i &g £
(y=1L2.-.g). (15)
where plo%¢ . pl'"™ and pi . respectively. deno-

te the appointed DI content of PGA. PIB and AIB.

In some sense, pattern recognition can be consid-
ered as to solve a comparison and match problem,
so the quality of DI is more important than its con-
tent [28], [29]. But in application, it is a bit difficult
to extract the relatively slight DI components from a
huge dataset. which not only improves the extrac-
tion difficulty. but also depresses the information
accuracy. As demonstrated by (15). with the number
of classes increasing, in terms of DI content, PIB
can almost make full use of DI, individual AIB also
keeps optimistically stable, while PGA suffers from
an exponentially decay.

3 Model Actualization Analysis

Generally. in pattern recognition, feature extraction
can be considered as the process of deriving useful
DI from some original signals, here DI has a more
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compact representation and can be adopted for a
certain task. such as template match and target
recognition. As aforementioned in Section 2.1.3. FT
can be considered as a carrier of DI. Since it is
difficult to extract pure DI component from the
original datasets, a certain FEM R can be applied
to obtain the special FTs which contain the designed
DI components. As a nonlinear extension of LDA
via kernel trick, GDA has been proved often achie-
ing better recognition performance than other nonli-
near methods due to the perfect capability of DI
extraction [25]. [26], so we apply it in the three DI
extraction models as the fundamental discriminant
analysis unit, and accordingly, two new GDA varia-
ions come forth. i.e., PIB-GDA and AIB-GDA.

3.1 Application of GDA in PGA
Given two HRRP subspaces X, and X, we define
the kernel function k(x X ) corresponding to a

Wiy g

given nonlinear mapping @ by

k(x‘,_,,x\.,‘, ) = <(D(xw )’(D(Xv-./ )> .

(w.v = 1.2,-~g)

(16)

Note that there are many kernel functions but
each one must meet Mercer condition [29]-[32]. We
apply Gaussian kernel function for kernel calculat-
ing by

x.,[f /o)

xp| =[x -

11( =(g, )rr2em 2k(X,,X,)

-
Il
(D
/——\

(17)

where K, . denotes the kernel matrix of X, by X
and the symbol k(**) denotes the kernel symhe51s
function. In this paper, we suppose that o is equal
to 0.5.

As explored in [25], GDA is originally designed
to solve a multi-class discriminant problem for pass-
ive recognition. The essence of GDA is to find an
optimal transformation by maximizing the between-
class distance and minimizing the within-class dista-
nce, thereby obtaining the FTs which contain the
practical A-DI. According to a variant of Fisher’s
kernel criterion variant [29]-[31], it aims to solve an
optimization problem:

1

18
© u' (QQ)u v

J(u

opt )

[/
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where the kernel symmetric matrix Q is obtained
by Q=K-1,K-K1,, +1,,K1,, . and the block
diagonal matrix W = dlag(lml, 1, ). here the
mean value matrix 1, is defined as a 7x7 matrix
with terms all equal to 1/7. and the kernel matrix
K is given by K =l(X.X).

Let’s rank the coefficient vectors u conforming
to their related cost values J(u,) i descending
order, and select the front g —1 ones as the Feature
Extraction Subspace (FES) U . Then for a given
HRRP vy , its feature vector can be obtained by

z=(k(y.X)xU)" . (19)
where z is a (g— )-dimensional column vector,
which contains y ’s A-DI and can be considered as
y ’s feature vector.

Now according to (16)—(19), we can acquire the
FT matrix A’ and the feature matrix Z"%* by

APGA _ [Avm
- |

PGA 7 PGA | & @
(a2 2,

As:(J’,»\ Alllllj'

(20)
s (Y.X,m)

where S, (Y.X.m) is defined as the GDA syn-
thesis function of PGA for X and Y to obtain their
feature matrixes A" and Z™* lAP(’\ ZP(’“}
denotes an aggregate with t\\o matu\ elements
(A™* and Z"") in it. and A" s subset A" s
the &% (£=1.2.---.g) class” FT matrix. Note that
the matrix Y only denotes a given HRRP subset
which may be comprised of some training HRRPs
or test ones, and of course Y can be a one vector
matrix when it contains only one HRRP.

3.2 Application of GDA in PIB

As an extension version of Kernel Fisher Discrimin-
ant Analysis (KFDA) [33], not only can GDA be de-
signed for multi-class discrimination, but also used
as a KFDA variation to solve the two-class pattern
recognition problem. According to Section 2.1, B-
DI can be considered as the DI components between
two random classes. so we apply GDA to obtain B-
DI by

X;Ai :[X;' x(;]

m [m}, m; ] (2 D
lBr-UZ:.:l =S6a (st;; m ) '

((eD(r.g). r=12..g)
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where Z . denotes Y ’s feature matrix discrimin-
ated by class v and & . Note that Z_, is only a row
vector and each element denotes a feature value of
the related HRRP.

Let’s consider GDA for two-class discriminant
analysis. The two classes are related to each other
and can be discriminated on a feature extraction axis.
According to (21). when Y is equal to X, its feat-
ure matrix Z_ . contains the practical B-DI G)P'B ;
which is class 7 ’s B-DI obtained by GDA from
class & s standpoint, and vice versa. In terms of
optimization, when Y doesn’t belong to class y or
£, the DI component in Z, . is defective, and
moreover, some additional redundant information
enters into Z ., thereby decreasmg the discriminant
efficiency. Nov\ we arrange Z . from different
individual standpoints by

Tz T..7Z

y+ly

Z:m :l:ZlvrT ZZJT Zy—l,r
(r=1,2.--g)

;z.,vle , (22)

where Z"" is Y s feature matrix from all other
classes’ standpoints except class y .

In accordance with the analysis in Section 2.2,
Z"™ can be considered as Y ’s feature matrix from
class y’s standpomt When Y is equal to X,
feature matrix Z"" becomes class ¥ ’s FT matrix
APlB which contains the practical B-DI @PIB Note
that X, is a subset of X and can be labeled by m
and y . According to (21), (22), a GDA synthesis
function from class y 's standpoint is given by

(AP 27} £ 57 (Y. X.m

where §"®(Y.X.m) is defined as PIB’s GDA
s_\'nthesis'funclion from class y 's standpoint, and
used for X/ and Y to obtain their related feature
matrixes A”® and Z!"®, here A]" is defined as
class ¥ ’s FT matrix obtained from her own stan-
dpoint. As the same goes for PIB, a GDA synthesis
function is given by

1'A|’m :[Al’lb‘ AMB
I 2

= .__J

\LZPIB l:ZPlB ZPIh_ ZPlB:l

{APIB’ZPIB} s SPIB (Y,X,m)

(24)

where S"°(Y.X.m) is defined as PIB’s GDA syn-
thesis function for X and Y, respectively, to obtain
their feature matrix A™ and Z™ from an overall
standpoint. Obviously. to each HRRP, there are g
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feature vectors corresponding to g classes. Note that
the total calculation process to obtain |A™" 2™ s
defined as PIB-GDA in this paper.

3.3 Application of GDA in PGA

As described above, by PIB, class y only obtains
her own FTs. so she can’t estimate which class a test
HRRP belongs to. If each class is personified to per-
form recognizing behavior on behalt of her related
target, what will happen? In order to discriminate a
new HRRP, she needs the FTs of all classes so as to
match and classify it. But how can she obtain the
FTs of all the classes? In this paper, a new model
called AIB is proposed in which each class obtains
the FTs of all classes from her own standpoint. and
of course, the FTs should contain the appointed DI
components. Let's consider the FT matrix obtained
by (22) from class y °s standpoint. When Y is equ-
al to X, , its feature matrix Z™ becomes class & 's
FT matrix A}, which contains the B-DI ©5%
and can be used for template match. By the same.
class y can obtain the FTs of all classes. We const-

ruct a GDA synthesis function from class y 's stand-
point by
AAIB_I:AAIB ANE L AN ]
ly 11y 1,2, La.y .
: (y=12--.g). (25)

(A2 22 258 (Y X

where Sf:E(Y.X.m) is defined as class ¥ s GDA
synthesis function for X and Y to obtain their
related feature matrixes A" and Z"" by individ-
ual AIB. Obviously, l

ZY =Z° sty=¢ (E=12,.g8). (26)

As aforementioned in Section 2.2, the reason that
the FTs can be used for template match is the DI
contained in them. but different kinds of FTs may
contain different types of DI, so they may have diff-

erent recognition performances. Compared with PIB.

the DI extraction area of individual AIB is a bit lim-
itary due to the personal biases, so some useful DI
may be lost. Moreover, some additional redundancy
information enters into the FTs of individual AIB.
which directly depresses the recognition efficiency.
Let’s consider the DI performances of PGA and
individual AIB in the measured experiment. As sho-
wn in Fig. 2, in order to compare the DI contents,
the feature distributions are projected onto the four
planes with the same scale. From Fig. 2 (a. b), we
can find that, the distance between the distribution
centers of An-26 and Jiang by PGA. and the distan-
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Fig. 2: Feature distributions from different standpoi-
nts in the measured experiment. (a) Distributions of
300 FTs by PGA from a general viewpoint. (b) Dist-
ributions of 300 FTs by AIB from An-26’s stand-
point. (¢) Distributions of 900 test samples in PGA’s
FES from a general viewpoint. (d) Distributions of
900 test samples in AIB’s FES from An-26’s stand-
point. (‘0”: An-26, ‘*’: Jiang, V" Yark-42)

ce between the distribution centers of An-26 and
Yark-42 by PGA. respectively, are shorter than the
related distances by AIB, which indicates that the
DI content in PGA is smaller than that in individual
AlB. As shown in Fig. 2 (a), no matter from horiz-
ontal or vertical direction, the FT distribution of the
three airplanes can be statistically discriminated due
to the A-DI in them. While in Fig. 2 (b), from the
vertical direction, although the FT distributions of
Yark-42 and An-26 can be easily discriminated, but
it's very difficult to discriminate both of them from
Jiang, so the practical B-DI contained in them is ob-
vious. Moreover, com-pared with PGA for passive
recognition, individual AIB is designed for active
recognition. Although a single class can estimate
which class a test HRRP belongs to in some sense,
she prefers to judge whether it belongs to her own
class or not. Showing in Fig. 2 (c, d) is the project-
tions of test samples obtained by PGA and indivi-
dual AIB respectively, from which the performance
differences between PGA and individual AIB are
apparent.

Since individual AIB has many native shortcom-
ings. in order to obtain more B-DI and achieve a ge-
neral performance. it is necessary to synthesize the
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the FT matrixes A;"" by

AIB AlB AlB AlB
A’ _LA ’ AL A ]

ZAIB (ZAIB Zi-\,LH (27)

{AAIB’ZAIB} 2 SAIB (Y,X,m)

where S*" (Y. X.m) is defined as the GDA synth-

esis function of global AIB from the standpoints of

all classes, which is used for X and Y to obtain
their feature matrixes A and Z"" respectively.
Note that A*® is a (g —1)x gM matrix while A™
is a (g—1)xM matrix. Obviously, Z** is equal to
Z™ . The total calculation process to obtain
{AA[B,ZA'B} is defined as AIB-GDA in this paper.

4 Recognition and Analysis

Once we obtain the FTs contained the appointed DI
components, we can use them for the upcoming
recognition. As the simplest and the most attractive
pattern classification criterions, 1-NN rule is usually
used for template matching and image classifying
[33]. [34]. Now we apply 1-NN rule as follows.

4.1 Passive Recognition
The thought of passive recognition is widely spread
in our living. It is reasonable for a person to select
the most significant FTs which not only can be used
to discriminate a class from all the others. but also
doesn’t take sides with any class. Note that the
recognized classes don’t take part in recognition,
and the person who discriminates them seems “out
of the collectivity”, so we defined it as passive reco-
gnition. There are two DI extraction models for pas-
sive recognition, i.e., PGA and PIB.

Given a test HRRP e, we can obtain the FT mat-

rixes Apm‘ s h =12 m‘: - and its feature vector

st% by (20). Then we appl\ I-NN rule to estimate
e by

PG/ . ;
47%* = min s:(“ - :‘j’\/ “
j=1.2.m "I
g —-12
PGA PGA (§=1.2 g). (28)
6,7 =arg  min d_,
i=126 4

where de““ denotes the Nearest Euclidean Distance
(NED) between e and class &, and ™" indicates
that e belongs to class 6,°* by PGA.

Also e’s feature matrix {SP’B SPl:_;} and the FT

matrixes {AP'B P ,j=12,

e,

can be obtained
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by (24). Then we apply 1-NN rule to estimate e by

PIB
e,

min ”s[”’ —a

(=120 m

[ 4PIB _
Jd"*’ =

(:V:Lze"'ag): (29)

PIB v ’IB
' O =arg  min d!
=128 ¥

where a’P'B denotes the NED between e and class
.and HP'B indicates that e belongs to class 6.

4.2 Active Recognition

Not only can the test HRRPe be used for passive
recognition but also for active recognition. From
class 7 s standpoint, e s feature vector s,* and the

FT matrixes i\A”B Al can be obta-

.a,,),,]—IZ r:}
ined by (25). Then the recognition result is given by

AlB

dog, = —al” “

&= min, [0 L
AIB _ AlB (&7=12,g), (30)
g, =arg min d,;

=122

where d" denotes the NED between e and class
£, and 6’“L indicates that e belongs to class 9"
from the standpoml of class ¥ by individual AIB.

In accordance with the front analysis, it is impo-
ssible for Al'Y', to contain the full appointed DI
Gy +, » besides which some redundancy information
exists in AT .. But in some sense, the practical DI
©3"% in A“L_‘,. can be considered as the reflection
of G, . and accordingly, the NED d.",
conmdered as the comparison result of @”B betw-
een e and class £. According to Sectlon 2.2, since
one class’ B-DI obtained from her own standpoint is
equivalent to the union obtained from the standpo-
ints of all the other individuals, in order to obtain an
equitable result, we synthesize the NEDs from the
standpoints of all classes by

can be

l AlB
e.l.y
g -1 reD(&.g)

: AlB
min d,,
=128 ’

1,-\[8

AlB
d( E:E

(é::]»zs’g) ) (3])
QAIB

" =arg

where A8 denotes the NED between e and class
£ from a global standpoint, and 6" denotes that e
belonos to class 6" by global AIB Obviously,

AlB PIB
A =d®  sty=¢

el

so AIB-GDA can obtain more B-DI than PIB-GDA
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