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PREFACE

This book is designed to help students learn how to analyze and interpret research data with intermediate
statistics. It is intended to be a supplemental text in an intermediate statistics course in the behavioral
sciences, social sciences, or education and it can be used in conjunction with any mainstream text. We
have found that the book makes IBM SPSS easy to use so that it is not necessary to have a formal,
instructional computer lab; you should be able to learn how to use SPSS on your own with this book.
Access to the SPSS program and some familiarity with Windows” is all that is required. Although SPSS
is quite easy to use, there is such a wide variety of options and statistics that knowing which ones to use
and how to interpret the printouts can be difficult. This book is intended to help with these challenges.

SPSS 22 and Earlier Versions

We use SPSS 22 from IBM SPSS in this book; except for enhanced tables and graphics, there are only
minor differences from SPSS version 10 to 22. We expect future Windows and Mac versions to be
similar. Our students have used earlier editions of this book with all of the recent versions of SPSS; most
of the procedures and outputs are the same or very similar. We point out some of the changes at various
points in the text.

In addition to various SPSS modules that may be available at your university, there are versions available
to students that you can rent for 6 or 12 months online. You can get information about available products
for graduate students by visiting http://www-01.ibm.com/software/analytics/spss/products/statistics
/gradpack/. IBM SPSS Statistics Standard GradPack enables you to do all the statistics in this book
(except for data imputation in chapter 13), those in our /BM SPSS for Introductory Statistics, 5th edition
(Morgan, Leech, Gloeckner, & Barrett, 2013), and many others.

Goals of This Book

This book demonstrates how to produce a variety of statistics that are usually included in intermediate
statistics courses, plus some (e.g., reliability measures, canonical correlation, and multilevel models) that
are unusual in intermediate statistics books. We also show imputation methods to deal with missing data,
and we show how one can see if a variable is a mediator or moderator. These methods may be useful in
your research. Our goal is to describe the use and interpretation of these statistics as much as possible in
nontechnical, jargon-free language.

Helping you learn how to choose the appropriate statistics, interpret the outputs, and develop skills
in writing about the meaning of the results are the main goals of this book. Thus, we have included
material on:

1. How the appropriate choice of a statistic is based in good part on the design of the research

and the measurement level of the variables.

2. How to use SPSS to help answer research questions.

3. How to interpret SPSS outputs.

4. How to write about the outputs in the Results section of a paper.

This information will help you develop skills that cover all steps in the research process: design, data
collection, data entry, data analysis, interpretation of outputs, and writing results. The modified high
school and beyond data set (HSB) used for many of the chapters in this book is similar to one you might
have for a thesis, dissertation, or research project. Therefore, we think it can serve as a model for your
analysis. The Web site, www.routledge.com/9781848729995 contains the HSB data file and several
other data sets that are used in the book and for the extra SPSS problems at the end of chapters. However,
you will need to have access to or purchase the SPSS program.
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To make the text more readable, we have chosen not to cite many references in the text; however, we
have provided a short bibliography, “For Further Reading,” of some of the books and articles that we
have found useful. We assume that most students will use this book in conjunction with a class that has a
statistics textbook; it will help you to read more about each statistic before doing the assignments.

Our companion book, Morgan et al. (2013), /BM SPSS for Introductory Statistics: Use and Interpretation
(5th ed.), also published by Routledge/Taylor & Francis, is on the For Further Reading list at the end of
this book. To learn more about that book feel free to visit www.routledge.com/9781848729827. Our
introductory book provides an extended discussion of how to interpret and write about introductory
statistics, including ones such as 7 tests, chi-square, and correlation. A brief review of such basic statistics
is provided in Appendix B of this book.

Instructional Features

Several user-friendly features of this book include:

I. The key SPSS windows that you see when performing the statistical analyses. This has been helpful
to “visual learners.”

2. The outputs for almost all analyses that we have done so you can see what you will get, after some
editing in SPSS to make the outputs fit better on the pages.

3. Callout boxes on the outputs that point out parts of the output to focus on and indicate what they
mean.

4. For each output, boxed interpretation sections will help you understand the output.

Specially developed flow charts and tables to help you select an appropriate inferential statistic

and help you interpret statistical significance and effect sizes (in Chapter 5). That chapter also

provides an extended example of how to identify and write a research problem, several research
questions, and a results paragraph for a ¢ test and bivariate regression.

6. For the statistics in Chapters 3—4 and 6—13, an example of how to write about the output and make
a table for a thesis, dissertation, or research paper in APA format.

7. Interpretation questions that stimulate you to think about the information in the chapter and outputs.

8. Several extra SPSS problems at the end of each chapter, except Chapters 1 and 5, for you to run with
SPSS and discuss.

9. Information (in Appendix A) on how to get started with SPSS and some other useful commands.

10. A brief review (Appendix B) of basic statistics.

I'l. Appendix C provides examples of how to write research problems and research questions or
hypotheses.

12. Answers to the odd-numbered interpretation questions (Appendix D). Answers to the even-numbered
questions are available to instructors.

13. Several data sets are available on the book Website www.routledge.com/9781848729995. These
realistic data sets provide you with data to be used to solve the chapter problems and the extra SPSS
problems at the end of the chapters. Also on the website are three other files: (a) a Quick Reference
Guide (QRG) to commonly used SPSS procedures, (b) a document, Making APA Tables and
Figures, describing how to make tables in APA format, and (c) a file to use with the syntax for
Canonical Correlation in Chapter 7.

14. An Instructor Resource Web site is available to course instructors who request access from the
publisher. To request access, please visit the website below. It contains aids for teaching the course,
including PowerPoint" slides, the answers to the even-numbered interpretation questions, and extra
SPSS problems. Students will benefit from the chapter outlines and study guides. The study guide
portion includes a list of key concepts to remember and define after reading each chapter. Researchers
who purchase copies for their personal use can access the data files by visiting
www.routledge.com/9781848729995.
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Overview of the Chapters

Our approach in this book is to present how to use and interpret IBM SPSS in the context of proceeding
as if the HSB data were the actual data from your research project. However, before starting the SPSS
assignments, we have two introductory chapters. The first chapter is an introduction and review of
research design and how it would apply to analyzing the HSB data. In addition, this chapter includes a
review of measurement levels and descriptive statistics. Chapter 2 discusses rules for coding data,
exploratory data analysis (EDA), and assumptions. Much of what is done in these chapters involves
preliminary analyses to get ready to answer the research questions that you might investigate in a report.

Chapters 3 and 4 present methods for assessing the reliability and validity of your data. Chapter 3 covers
how to compute Cronbach’s alpha, test-retest, and interobserver reliability, including intraclass
correlation coefficients. Chapter 4 presents one method of assessing validity: including exploratory factor
analysis and principal components analysis. Again, these statistical methods are often used to prepare
your data so it will be ready to use to help answer your research questions.

Chapter 5 provides a brief overview of research designs (between groups and within subjects). This
chapter provides flow charts and tables useful for selecting an appropriate statistic. Also included is an
overview of how to interpret and write about the results of two basic inferential statistics. This chapter
includes not only testing for statistical significance but also discussions of power and effect size
measures, including guidelines for interpretation.

Chapters 612 are designed to help you answer a number of research questions. Solving the problems in
these chapters should give you a good idea of some of the intermediate statistics that can be computed
with IBM SPSS Statistics. Hopefully, seeing how the research questions, design and measurement lead
naturally to the choice of statistics will become apparent after using this book. In addition, it is our hope
that interpreting what you get back from the computer will become clearer after doing these assignments,
studying the outputs, answering the interpretation questions, and doing the extra SPSS problems.

Finally, Chapter 13 describes the problem of having missing or incomplete data when computing
statistics, and we describe data imputation methods to help with this problem. We apply this to a problem
using multilevel regression, and an extra problem shows how to do a more basic analysis after multiple
imputation (a paired t-test).

Our Approach to Research Questions, Measurement, and Selection of Statistics

In Chapters 1 and 5, our approach is somewhat nontraditional because we have found that students have a
great deal of difficulty with some aspects of research and statistics but not others. Most can learn formulas
and “crunch™ the numbers quite easily and accurately with a calculator or with a computer. However,
many have trouble knowing what statistics to use and how to interpret the results. They do not seem to
have a “big picture” or see how research questions, design and measurement influence data analysis. Part
of the problem is inconsistent terminology. For these reasons, we have tried to present a semantically
consistent and coherent picture of how research design leads to three basic kinds of research questions
(difference, associational, and descriptive) which, in turn, lead to three kinds or groups of statistics with
the same names. We realize that these and other attempts to develop and utilize a consistent framework
are both nontraditional and somewhat of an oversimplification. However, we think the framework and
consistency pay off in terms of student understanding and the ability to actually use statistics to answer
the research questions. Instructors who are not persuaded that this framework is useful can skip Chapter 1
and the first part of Chapter 5 and still have a book that helps their students use and interpret SPSS.



Major Changes and Additions to This Edition

In addition to updating the text, SPSS windows, and outputs to IBM SPSS 22, we have also attempted to
correct any typos in the 4th edition and clarify some passages. In Chapter 2, we added research questions
and directions for conducting each statistic to assist the reader in conducting exploratory data analysis. In
the chapter on reliability (Chapter 3) we included an “example of how to write about™ each problem, and
we added a problem on using interclass correlation (ICC). Chapter 5 includes an expanded discussion on
effect sizes to include information on confidence intervals of effect sizes. Chapter 6 includes new
information on part and partial correlations and how they are interpreted, and we have added forward and
backward elimination, which are other useful multiple regression methods. Chapter 7 is new; it includes a
discussion of how to know if a variable is a mediator or moderator, and it also includes canonical
correlation which in earlier editions was part of the chapter on MANOVA. Chapter 12 was revised
extensively. Chapter 13 on how to deal with missing data is new; it provides an extensive description of
how to do and interpret multiple imputation. We also expanded the appendix about Getting Started with
IBM SPSS (Appendix A) to include several useful procedures that were not discussed in the body of the
text. Finally, because many of the SPSS outputs are long and complex, we have split many of our
Interpretation sections so that the interpretations come closer to the output table(s) that they discuss.

We have checked the format of the examples of how to write about the outputs to be consistent with APA
format in the 6th edition (2010) of the Publication Manual of the American Psychological Association.
Although this edition of our SPSS book was written using version 22, this SPSS program is sufficiently
similar to prior versions of this software that we feel you should be able to use this book with earlier and
later versions as well.

Bullets, Arrows, Bold, and Italics
To help you do the problems with SPSS, we have developed some conventions. We use bullets to indicate
actions in SPSS windows that you will take. For example:

Highlight gender and math achievement.

Click on the arrow to move the variables into the right-hand box.
Click on Options to get Fig. 2.16.

Check Mean, Std Deviation, Minimum, and Maximum,

Click on Continue.

Note that the words in italics are variable names and words in bold are words that you will see in the
SPSS windows and utilize to produce the desired output. In the text such bolded words are spelled and
capitalized as you see them in SPSS. Bold also is used to identify key terms when they are introduced,
defined, or important to understanding.

The words you will see in the pull-down menus are given in bold with arrows between them. For
example:

e Select Analyze — Descriptive Statistics — Frequencies.
(This means pull down the Analyze menu, then slide your cursor down to Descriptive Statistics, over to
Frequencies, and click.)

Occasionally, we have used underlines to emphasize critical points or commands that have sometimes
been confusing for students.

We have tried hard to make this book accurate and clear so that it could be used by students and
professionals to learn to compute and interpret statistics without the benefit of a class. However, we find
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that there are always some errors and places that are not totally clear. Thus, we would like for you to help
us identify any grammatical or statistical errors and to point out places that need to be clarified. Please
send suggestions to nancy.leech@ucdenver.edu.
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CHAPTER 1
Introduction

This chapter will review important information about measurement and descriptive statistics and provide
an overview of the expanded high school and beyond (HSB) data set, which will be used in this chapter
and throughout the book to demonstrate the use and interpretation of the several statistics that are
presented. First, we provide a brief review of some key terms, as we will use them in this book.

Research Problems and Variables

Research Problems

The research process begins with an issue or problem of interest to the researcher. This research problem
is a statement that asks about the relationships between two or more variables. Almost all research studies
have more than two variables.

Variables

Variables are key elements in research. A variable is defined as a characteristic of the participants or
situation for a given study that has several values in that study. A variable must be able to vary or have
different values or levels in the study.' For example, gender is a variable because it has two levels, female
or male. Age is a variable that has a large number of values. Type of treatment/intervention (or tvpe of
curriculum) is a variable if there is more than one treatment or a treatment and a control group. Number of
days to learn something or to recover from an ailment are common measures of the effect of a treatment
and, thus, are also variables. Similarly, amount of mathematics knowledge is a variable because it can
vary from none to a lot. If a concept has only one value in a particular study, it is not a variable; it is a
constant. Thus, ethnic group is not a variable if all participants are European-American. Gender is not a
variable if all participants in a study are female.

In quantitative research, variables are defined operationally and are commonly divided into independent
variables (active or attribute), dependent variables, and extraneous variables. Each of these topics will
be dealt with briefly in the following sections.

Operational definitions of variables. An operational definition describes or defines a variable in terms
of the operations or techniques used to make it happen or measure it. When quantitative researchers
describe the variables in their study, they specify what they mean by demonstrating how they measured
the variable. Demographic variables like age, gender, or ethnic group are usually measured simply by
asking the participant to choose the appropriate category from a list, or using school or government
records. Types of treatment (or curriculum) are usually operationally defined much more extensively by
describing what was done during the treatment or new curriculum. Likewise, abstract concepts like
mathematics knowledge, self-concept, or mathematics anxiety need to be defined operationally by
spelling out in some detail how they were measured in a particular study. To do this, the investigator may
provide sample questions, append the actual instrument, or provide a reference where more information
can be found.

' To help you, we have identified the SPSS variable names and labels using italics (e.g., gender and ethnic).
Sometimes italics are also used to emphasize a word. We have put in bold the terms used in the SPSS windows and
outputs (e.g.. SPSS Data Editor) and other key terms when they are introduced, defined, or are important to
understanding. Underlines are used to emphasize critical points. Bullets precede instructions about SPSS actions
(e.g., click, highlight).
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CHAPTER 1

Independent Variables
We refer to two types of independent variables: active and attribute. It is important to distinguish

between these types when we discuss the results of a study.

Active or manipulated independent variables. An active independent variable is a variable, such as a
workshop, new curriculum, or intervention, at least one level of which is given to a group of participants,
ideally within a specified period of time during the study. For example, a researcher might investigate a
new kind of therapy compared to the traditional treatment. A second example might be to study the effect
of a new teaching method, such as cooperative learning, on student performance. In these two examples,
the variable of interest was something that was given to the participants. Thus, active independent
variables are given to the participants during the study but are not necessarily given or manipulated by the
experimenter. The independent variable may be given by a clinic, school, or someone other than the
investigator, but from the participants” point of view the situation was manipulated. Ideally, the treatment
is given afier the study was planned so that there can be a pretest and so participants can be randomly
assigned to receive it or not. If there is no pretest, or no random assignment, internal validity of the study
will be in jeopardy. Other researchers have similar but, perhaps, slightly different definitions of active
independent variables. Randomized experimental and quasi-experimental studies have an active
independent variable. An active independent variable is a necessary but not sufficient condition to make
cause-and-effect conclusions; the clearest causal conclusions can be drawn from well-controlled
randomized experiments when participants are assigned randomly to one of two or more groups, at least
one of which will receive the intervention.

Attribute or measured independent variables. A variable that cannot be or was not manipulated, yet is
a major focus of the study presumed by the researchers to be a predictor of or influence on one or more
dependent variables, can be called an attribute independent variable. For attribute independent variables,
the values of the independent variables are preexisting attributes of the persons or their ongoing
environment that are not systematically changed during the study. For example, gender, age, ethnic group,
1Q, and self-esteem can be used as attribute independent variables. Studies with only attribute
independent variables are called nonexperimental studies.

In keeping with SPSS, but unlike authors of some research methods books, we do not restrict the term
independent variable to those variables that are manipulated or active. We define an independent variable
more broadly to include any predictors, antecedents, or presumed causes or influences under investigation
in the study. Attributes of the participants, as well as active independent variables, fit within this
definition. For the social sciences and education, attribute independent variables are especially important.
Type of disability or level of disability may be the major focus of a study. Disability certainly qualifies as
a variable since it can take on different values even though they are not given during the study. For
example, cerebral palsy is different from Down syndrome, which is different from spina bifida, yet all are
disabilities. Also, there are different levels of the same disability. Before we begin our study, participants
already have defining characteristics or attributes that place them into one of two or more categories.
Examples of these could be different disabilities or different levels of self-esteem. Thus, often we are
interested in studying variables that are not manipulated during the study, even by other persons, schools,
or clinics.

Other labels for the independent variable. SPSS uses a variety of terms in addition to independent
variable, for example, factor (Chapters 9, 10, 11, and 12,), and covariate (Chapters 9 and 12). In other
cases (Chapters 3 and 4), neither SPSS nor statisticians make a distinction between the independent and
dependent variable; they just label them variables. For example, there is no independent variable for a
correlation or chi-square. However, even for chi-square, we think it is sometimes educationally useful to
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think of one variable as the independent variable and the other as the outcome (dependent variable), as is
the case in analysis of variance (ANOVA) or multivariate analysis of variance (MANOVA).

Values of the independent variable. SPSS uses the term values to describe the several options or values
of a variable. These values are not necessarily ordered, and several other terms — categories, levels,
groups, or samples — are sometimes used interchangeably with the term values, especially in statistics
books. Suppose that an investigator is performing a study to investigate the effect of a treatment. One
group of participants is assigned to the treatment group. A second group does not receive the treatment.
The study could be conceptualized as having one independent variable (treatment type), with two values
or levels (treatment and no treatment). The independent variable in this example would be classified as an
active independent variable. Now, suppose instead that the investigator was primarily interested in
comparing two different treatments but decided to include a third no-treatment group as a control group in
the study. The study still would be conceptualized as having one active independent variable (treatment
type) but with three values or levels (the two treatment conditions and the control condition). As an
additional example, consider gender, which is an attribute independent variable with two values, male and
Jfemale.

Note that in SPSS each variable is given a variable label that assists the researcher in understanding the
variable. Moreover, each value or level is assigned a number used by SPSS to compute statistics, and
these numbers can be assigned value labels that indicate what the numbers stand for (e.g., 1 = male and 2
= female). 1t is especially important to use value labels when the variable is nominal (i.e., when the
values of the variable are just names and, thus, are not ordered), so that you can know the category to
which each of the numbers refers.

Dependent Variables

The dependent variable is assumed to measure or assess the effect of the independent variable. It is
thought of as the presumed outcome or criterion. Dependent variables are often test scores, ratings on
questionnaires, readings from instruments (e.g., electrocardiogram, galvanic skin response), or measures
of physical performance. Dependent variables, like independent variables, must have at least two values;
most dependent variables have many values, varying from low to high.

SPSS also uses a number of other terms in addition to dependent variable. Dependent list is used in cases
where you can do the same statistic several times, for a list of dependent variables (e.g., in one-way
ANOVA). Grouping variable is used in Chapter 8 for discriminant analysis.

Extraneous Variables

These are variables (also called nuisance variables or, in some designs, covariates) that are not of primary
interest in a particular study but could influence the dependent variable. Environmental factors (e.g.,
temperature or distractions), time of day, and characteristics of the experimenter, teacher, or therapist are
some possible extraneous variables that need to be controlled. SPSS does not use the term extraneous
variable. However, sometimes such variables are controlled using statistics that are available in SPSS.

Research Hypotheses and Research Questions

Research hypotheses are predictive statements about the relationship between variables. Research
questions are similar to hypotheses, except that they do not entail specific predictions and are phrased in
question format. For example, one might have the following research question: “Is there a difference in
students’ scores on a standardized test if they took two tests in one day versus taking only one test on
each of two days?” A research hypothesis regarding the same issue might be: “Students who take only
one test per day will score better on standardized tests than will students who take two tests in one day.”
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We divide research questions into three broad types: difference, associational, and descriptive as shown
in the middle of Fig 1.1. The figure also shows the general and specific purposes and the general types of
statistics for each of these three types of research question.

General Purpose Explore Relationships Between Variables Description (Only)
Specific Purpose Compare Groups Find Strength of Summarize Data
Associations, Relate
Variables
Type of Question/Hypothesis Difference Associational Descriptive
General Type of Statistic Difference Inferential Associational Descriptive Statistics
Statistics (e.g.. 7 test, Inferential Statistics (e.g., mean,
ANOVA) (e.g., correlation, percentage, range)

multiple regression)

Fig. 1.1. Schematic diagram showing how the purpose and type of research question correspond to
the general type of statistic used in a study.

Difference research questions. For these questions, we compare scores (on the dependent variable) of
two or a few groups (e.g., males and females). Each group is composed of individuals who have the same
value or level of the independent variable and who potentially (and hopefully!) have a different level of
the dependent variable than do individuals in the other group(s). This type of question attempts to
discover whether or not groups are the same on the dependent variable in the larger population.

Associational research questions are those in which two or more variables are associated or related. This
approach usually involves an attempt to see how two or more variables covary or how one or more
variables enable one to predict another variable. When two variables covary positively, individuals who
have high scores on one variable also tend to have high scores on the other variable; other individuals
tend to have relatively low scores on both variables or middling scores on both variables.

Descriptive research questions are not answered with inferential statistics. They merely describe or
summarize data without trying to generalize to a larger population of individuals.

Figure 1.1 shows that both difference and associational questions or hypotheses are similar in that they
explore the relationships between variables.” Note that difference and associational questions differ in
specific purpose and the kinds of statistics they use to answer the question.

*This similarity is in agreement with the statement by statisticians that all common parametric inferential statistics
are relational. We use the term associational for the second type of research question rather than relational or
correlational to distinguish it from the general purpose of both difference and associational questions/hypotheses,
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Remember that research questions are similar to hypotheses, but they are stated in question format. We
think it is advisable to use the question format when one does not have a clear directional prediction and
also for the descriptive approach. As implied by Fig. 1.1, it is acceptable to phrase any research question
that involves two or more variables as whether there is a relationship between the variables (e.g., “Is there
a relationship between gender and math achievement?” or “Is there a relationship between anxiery and
GPA?”). However, we think that phrasing the question as a difference or association is desirable because
it helps one choose an appropriate statistic and interpret the result. For some examples of how to write
research questions, see the section in this chapter, “Research Questions for the Modified HSB study.”

Complex Research Questions

Most research questions posed in this book involve more than two variables at a time. We call such
questions and the appropriate statistics complex. Some of these statistics are called multivariate in other
texts, but there is not a consistent definition of multivariate in the literature. We provide examples of how
to write complex research questions in the chapter pertaining to each complex statistic.

In a factorial ANOVA, there are two (or a few) independent variables and one dependent variable. We
will see, in Chapter 9, that when you do one factorial ANOVA there are actually three (or more) research
questions. This set of three questions can be considered a complex difference question because the study
has two independent variables. Likewise, complex associational questions are used in studies with more
than one independent variable considered together.

Table 1.1 expands our overview of research questions to include both basic and complex questions of
each of the three types: descriptive, difference, and associational. The table also includes references to
other chapters in this book and examples of the types of statistics that we include under each of the six
types of questions.

A Sample Research Problem:
The Modified High School and Beyond (HSB) Study

The SPSS file name of the data set used with this book is hsbdataNew.sav; it stands for high school and
beyond data. It is based on an actual national sample of data from more than 28,000 high school students
collected some years ago. Our data set includes a sample of 75 students drawn randomly from the larger
population. The data that we use for this sample include school outcomes such as grades and the number
of mathematics courses of different types that the students took in high school. Also, there are several
kinds of standardized test data and demographic data such as gender and mother’s and father’s education.
To provide an example of questionnaire data, we have included 14 questions about mathematics attitudes.
These data were developed for this book and, thus, are not really the math® attitudes of the 75 students in
this sample; however, they are based on real data gathered by one of the authors to study motivation.
Also, we made up data for religion, ethnic group, SAT-math and retests for the visualization and mosaic
pattern test scores, which are somewhat realistic overall. These inclusions enable us to do some
additional statistical analyses.

which is to study relationships. Also we wanted to distinguish between correlation, as a specific statistical
technique, and the broader type of associational question and that group of statistics.

* We have decided to use the short version of mathematics (i.e., math) throughout the book to save space and
because it is used in common language.



